ECON 439
Final: Extens(%ve orm Games
Kevin Hasker

This exam will start at 18:40 and finish at 20:20.

Answer all questions in the space provided. Points will only be given for
work shown.

1. (12 points) Please read and sign the following statement:

I promise that my answers to this test are based on my own work without
reference to any notes, books, or the assistance of any other person during
the test. I recognize this means I should not use calculators or other
electronic devices.

Name and Surname:

student 1ID:
Signature:
wooom v K X w(e) € e e e €
2 20 2 3 6 {2,14,20} [3,6] [0,2]
1 2 4 2 4 {41220} [4,8] [0,2]
% 18 6 2 3  {6,1518} [4,6] [0,3]
0 Y+A v FA JA {yy+3pA A4} (LR [0,p]

2. (35 points total) Consider the Spence signalling model of education. There
is one worker and multiple firms. The worker may be high productivity
with probability A = p—in which case they are worth 7, = n to a firm—or
they may be low quality—in which case they are worth m; = « to the firm.
The worker may choose to get education, e € [0,00). This education has
no impact on their value to the firm, and has a marginal cost of ¢, = &
if the worker is high quality and ¢; = x if the worker is low quality. The
timing of the game is as follows:

0. Nature chooses the worker’s type.

1. The worker chooses her education level.

2. The firms compete for the worker.

3. The worker chooses which—if any—firm she will work for.
The worker’s utility of choosing (w,e) is ug (w,e) = w — cye where z €
{l, h} and the firm’s profit is of hiring a worker of type z is 7 = 7w, — w.

We are interested in self-selection equilibria which is a (wp, ep, wy, ¢;) where
type h chooses (wy,ep) and type [ chooses (wy, e;)—these must also be
weak sequential equilibria.

(a) (8 points) Assume that some type of worker chooses an e, what are
the possible values for w (e) and why?



()

Solution 1 w(e) € {v,un+ (1 — u)v,n}. This is because the firms
must compete by offering a wage, this Bertrand style competition will
result in zero expected profits. So they can either know the worker’s
type based on e or assume they are part of the general pool. (Please
note I am only considering pure strategqy equilibria, which is all we
are analyzing unless otherwise noted.)

(8 points) Write down the four constraints on the worker in a self-
selection equilibrium.

Solution 2 These are the Incentive compatibility constraints (IC')
and the individual rationality constraints (IR). Mathematically these
are:

ICy : wp — key > w — ke
ICL : w —xer > wp — xen
IRy : wp —kKep >

IR, : wi—xe >

(4 points) Which of these four constraints is unnecessary? Prove that
it is implied by the other constraints.

Solution 3 The constraint I Ry is unnecessary, it is implied by ICy,
cnp < ¢, and IRy,.
ICy : wp — kep > w; — Key
w; — ke, > W — Xe
IR, : w—xe =7y
thus the combination is wy — kep, >, or IRy.

(9 points total) If ey, # e;:
i. (2 points) What will be the value of ¢;?
Solution 4 Since choosing e; reveals the worker is low produc-

tivity w; = v and then IRy, tmplies:
IR, : ~v—xezv=

e < 0

thus e; = 0.
ii. (4 points) What will be the range of values possible for ep,?

Solution 5 wy, = n thus our remaining constraints are:

ICyg @ n—rkep>7

ICL @ v>n—xen
the first one implies e, < == the second implies that e, > ﬂf‘,

thus the range is [1%‘, Z%Z} .



iil. (8 points) What type of equilibria are these? Who is signalling
in these equilibria?
Solution 6 These are separating equilibria, and the high quality
worker is signalling that they are high quality.

(e) (7 points total) If e, = ¢; = e*:
i. (4 points) What will be the range of values possible for e*?

Solution 7 Obuiously we have loss all of the incentive compati-
bility constraints, leaving us only IR,. Since everyone is choos-

ing the same level of education w = un + (1 — u)~y, thus our
constraint 1s:

pn+ (1 —p)y—xet = v
pn—v) > xe
p(n—") _

X

thus the range is [O, M};VZ}

ii. (3 points) What type of equilibria are these? Who is signalling
in these equilibria?
Solution 8 These are pooling equilibria, in these equilibria (if
e* > 0) the low types are trying to signal that they are average,
or deceive the firm.
(f) (4 points) Give a general definition of a signal and find the unique
equilibrium in this game where there is no signalling.

Solution 9 A signal is any action for which the direct marginal ben-
efit is less than the direct marginal cost. This action is taken to hide
or reveal information about some underlying type of the player.

The unique equilibrium without signalling is the pooling equilibrium
where no one goes to school. (w=pun+ (1 —u)y, e*=0).

3. (28 points total) Consider the following game as the stage game of a T
period repeated game (where T < 0o or T = 00.)

Player 2
« 153 €
Ala+2b;b—c | —bjb—c | a;b
Player 1 B | a+bb+c | —bjc—a | a—cbd
Cla—b-b 0;0 a+ 2b; —c
Player 2
« I} €
A 1027 [ =3;2 4; 32
Player 1 B | 7;4> | -3;-3] 3;3
C|1,-3]0;0" 10; —11
(X,x) 6 0 a b ¢
(Ae) 2 2 4 3 1



Player 2
o s

h

a—b;—b a+2b;—c | 0;0

Player 1 B |a+bb+c |a—cb

—b;c—a

Q

a+2b;b—c | a;b

—b;b—c

Player 2
« 153 €

Af2,—-1 [5-7"]0;0"

Player 1 B | 4;8° —4;1 | -1;4

C |5 —6']3;1° —1;—6

a b ¢
3 1 7

*
Bl Sal

Player 2
o B

a+2b;b—c | —bjb—c

a; b

Player 1 a—b;—b 0;0

a+ 2b;—c

QW

a+bb+c | =bjc—a|a—cb

Player 2
«@ I} €

A[10; 1T =4, -1 2;4?

Player 1 B [ —2;—4 | 0;0" 10; -5t

C|6;9° —4:3 —3;4
(X,x) 6 0 a b c
4 2

(a) (8 points) Find the best responses and all of the Nash equilibria
responses above but

of this stage game. You may mark your best
explain your notation below.

Solution 10 Like usual I have marked a 1 in
corner if it is a best response for player 1, and

hand corner. In the game:

the upper right hand
a 2 for player 2. The
unique NFE is the one box with both a 1 and a 2 in the upper right

Player 2
« B8 €
A 1021 | =3;2 4: 3%
Player 1 B | 7;4° | —=3;-31 3;3
C|1;,-3]0;0 10; —171

it 1s (C, 5).

(b) (3 points) Find the pure strategy minimax strategies in this game.




Solution 11 Using the game:

Player 2
o 8 €
Ala+2bjb—c| =b;b—c | a;b
Player 1 B | a+bb+c | —bjc—a | a—cb
C|la—b—b 0;0 a+ 2b;—c

Up (BRl (a) s Oé) = a+ 2b, uy (BRl (6) ,6) =0, w1 (BRl (E) ,E) =
a + 2b, thus the minimaz is (C, 3)

U9 (A,BR2 (A)) =0b, ug (B, BR; (B)) =b+ec, us (C, BRsy (C)) =0,
thus the minimaz is (C, )

(6 points) Assume T' < oo, or the finite repeated game. Characterize
the set of equilibrium payoffs for all T'. Prove your result. Be careful
to prove your result in every subgame.

Solution 12 The set of equilibrium payoffs is (0,0).
To explain why, I will use the game:

Player 2
« I5) €
Ala+2b;b—c| —b;jb—c | a;b
Player 1 B | a+bb+c | —bjc—a | a—c;b
Cla—0b-b 0;0 a+ 2b; —c

In the final period, the past does not matter (it only adds a constant
to the payoff) so the only viable prediction is the unique NE of the
stage game, or (C, ).

In the next to last period, the future now will always be (C, 3) regard-
less of what occurs today (this only adds a constant to payoffs) thus
the only viable prediction is (C, ).

The last step can be iterated to show that the subgame perfect equi-
librium in the game is (C,3) in every period, which will result in a
per-period and total payoff of zero.

(2 points) For x € {A,B,C} and y € {«, 8,¢} show that the value
of playing (x,y) in every period is u; (x,y) / (1 — §), where 6 € (0,1)
is the discount factor.



Solution 13 Let this stream just be denoted (z,y) then

Vi(z,y) = wi(z,y)+ ou; (z,y) + 02w (x,y) + 0°u; (z,y) + ...
Vilwy) 14+6406%+0%+..
u; ()
(1-0) Zzgzi = (1=68)+ (662 + (82— 6%) + (6° — &) + ...
= 1(=6+0)(=0>+0%) (=0°+ %) = 6" + ...
= 1
Vi) = ey

(6 points) Assume T = oo, using a Grimm or Trigger strategy find
the minimal § such that there is a subgame perfect equilibrium where
players expect to play (X, x) in every period. Be careful to prove your
result in every subgame.

Solution 14 For the game:

Player 2
« B €
Ala+2bib—c| =b;b—c | a;b
Player 1 B | a+bb+c | —bjc—a | a—c;b
C|la—b-b 0;0 a+ 2b;—c

Let a; be the actions that actually occurred in period t, then the strat-
egy can be written as:

s { (Aye) if a1 =(A¢)
' (C,B) else

First of all, in the subgame where (C, 3) is expected forever we note
that no player can change the future payoffs by changing their action
today, and that their action today is the NE of the stage game thus
it is a best response for both players.

Secondly, we can also easily dispense with player 2 in the subgame
where (A,e) is expected forever. If player 2 does the wrong thing
today it will decrease her future payoffs and also decrease her current
payoffs (since she is supposed to best respond to B) thus she will
follow the strategy. This leaves us only needing to check P1 in the



subgame where (B, 3) is always expected.

Vi'(B,B) = wi(Ae)+ uy (4,¢)

0
1-6
= a+

1—o"

i (B,B) = Uy (BRl (E) ,8) +

1_ 5'“/1 (07 6)

0
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thus the minimal 6 is

(8 points) Note that in the above strategy Player 1 is the only person
that has an incentive problem. Rewrite the strategy so that it is
only a function of Player 1’s actions and prove that this is never an
equilibrium.

Solution 15 The rewritten strateqy would be:

_ (A7 E) Zf a1t—1 = A
5t = (C,B) else

The critical problem with this is that in the subgame (C, ) player 1
can now deviate to A and return to cooperation. So we need to check
that they will not deviate or:

Vir(e.g) = 0
Vi(C,B) = ur (4, B) + 7w (4,¢)
= —b+176a
Vi (C.B) = Vi(C,B)
0o > fb+1i6a
oot
5 a—ll)—bz(S



Now for this strategy to work we must have § < aLer and for the
stmtegy to work when (B, ) is expected we need & > +2b but since

a+b < a+2b this strategy will never work.

4. (25 points total) Consider the following sequential game (extensive form
game of perfect information).

s
DS

(1,0) /\

(0,0) (2,6)

(3.2)

(a) (4 points) Find all the strategies of both players.

Solution 16
)

(
h
S — c d ’h J— (c g) i (C7 9’ }
2 = tedxtom =1 GO
(6 points) Find the subgame perfect or backward induction equilib-
rium strategies and write them down below.

Solution 17 BRy(A,c, F) = h, BRy(A,c) = F, BRy(A) = ¢,
BR; (0) = B.
= (B,F), s;=(c,h)

(8 points) Using this game explain why writing down the tactics (the
actions that are taken on the equilibrium path) or the outcome (the
utilities of both players in equilibrium) are not sufficient.

Solution 18 If we just write down B or (3,2) what we have written
does not tell us that this is an equilibrium. If player 2 chooses d
then B is no longer player 1’s best response. We need to write down
the entire strategies so that people can see that what we propose is
optimal.



(d) (6 points) Using the table below, create a Normal form game that
is strategically equivalent to this extensive form game. (There are
more rows and columns than necessary.)

Player 2
(¢,9) (c,h)  (d,g)  (d,h)
(A, E) | (1,0) (1,0) 4,17 | 4,17
(A, F) | (0,0) 2,6)° | (4,D)" | (4,1
Player 1 (B, E) | (3,2 | 3,2 | (3,2)° | (3,2)°
B,F) | 3,27 [ 3,27 [ 3,27 | 3,27

(e) (6 points) Find the all of the best responses and pure strategy Nash
equilibria of this game. For those Nash equilibria that are not sub-
game perfect equilibria, explain who makes an empty threat and
discuss whether this empty threat benefits them or not.

(BE), (c,9)].[(B, ), (e, )],

Solution 19 NE =< [(B,F),(c,9)],[(B,F),(c,h)], p Inthe equi-
(A, E),(d,9)], [(A, E), (d, h)]

libria {[(B, E), (¢, 9)], (B, E), (¢, )], [(B, F) , (¢, 9)]} the only "empty
threat” is after the outcome of B has been reached, thus these empty
threats neither help nor hurt the person making them. In[(A, E),(d,9)],[(A, E), (d, h)]
someone makes an empty threat that affects the outcome of the game.
You could argue that either P1 or P2 is making the empty threat in
some of these equilibria. In both equilibria P1 is playing E and this
could be called the empty threat. In which case the empty threat helps
player 1. However why is he playing E? In [(A, E), (d,h)] it makes
no sense, but in [(A4,E),(d,g)] it is a best response to g, in which
case you could say that g is the empty threat—and it actually hurts
P2.



