Midterm: ggnl\él 21‘111 Games

Kevin Hasker
This exam will start at or after 15:35 and must be turned into Moodle by 17:25

Points will only be given for work shown.

1. (20 points) Please write the following statement on the first page of your
answers and below it write your full name, student ID, and sign it.

I promise that I have neither given nor received aid from another person
while taking this final exam. The following answers are in my own words
and based on my own work using class notes, books, and online resources
but no human assistance.

2. (6 points) In your own words prove that if in a Nash equilibrium the
probability of s; € S; and §; € S; are both strictly positive and the other
players strategy is 0% ; € XA (S;) then w; (si,0%;) = u; (8;,0%;).
Proof. Let o} be player i’s mixed strategy in this equilibrium. Assume
u; (si,0%;) > u; (5;,0%;) and consider the strategy where for s} ¢ {s;,5;}
G (sh) = oF (s}) and 7, (s;) = oF (s;) + 0F (§;). Clearly this will yield a
higher expected utility, contradicting o was a rational strategy. m

3. (24 points total)

a B Y
A 1;3  10;4% 10;0'
B 4;1' 18;4*> 9;0
C 24 281' 1;52

bl

(a) (4 points) Carefully explain (as if to a high school student) what
the best response of player 2 is to A. For all of the other pure
strategies either write the best response below or mark them on the
table above—but if you use the table you will loose a point if you do
not explain your notation below.

Solution 1 The best response to A is § because uz (A, ) =4 >3 =
uz (A, ) > ug (A,7v) = 0. For all other best responses I mark a 1 (2
respectively) if it is a best response of player 1 (2 respectively) in the
table above.

(b) (4 points) Write down the cycle in pure strategy best responses below,
and in a table draw the game with these strategies deleted. The table
should look like:

Solution 2 The cycle s (A,8) — (C,8) — (C,v) — (4,7) —
(A, 8) and the game is:

B v
A 10;4%2 10;0!
C 281 1;52



(¢) (4 points) Find a candidate for a Nash equilibrium where only strate-
gies in the cycle over pure strategy best responses are given a positive
probability of being used.

Solution 3 Let Pr(8) = g then

Ui(A,q) = 10¢g+10(1—-¢q) =10
Ui (Cyq) = 28¢+(1—q)=27qg+1
27¢+1 = 10
1
¢ =g

and note that Uy (p,q) = 10. Let Pr (A) = p then:

Uy(p,B) = 4p+(1—-p)=3p+1
Uz(p,y) = Op+5(1—p)=5-—5p
3p+1 = 5-—5p
_ 1
p=3

and notice that Us (p,q) =3% 3 +1 =3

(d) (2 points) Show that this candidate Nash equilibrium is not a Nash
equilibrium of this game.

Ul (B>Q)

1 1
18x=4+9%x(1—-=)=12>10
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(e) (10 points) Find the unique Nash equilibrium of this game.
Solution 4 Let g, = Pr(«) and gz = Pr(B) then:

Ur (A qa,98) = 4o (1) +45(10) + (1 — ga — gp) (10) = 10 — 9q,
Ui (B,Ga,98) = qa(4)+q3(18)+ (1 —qa —¢qs) (9) =995 — 5qa + 9
Ur(Cyqa,q8) = 4a(2)+qs(28)+(1—qa—qp) (1) =qa +27gg +1

Further allow py = Pr(A) and pp = Pr (B) then:

Us (paspp,@) = pa(3)+pp(1)+ (1 —pa—pp)4)=4-3ps —pa
Us (pa,pB,B) = pa(4)+pp(4)+(1—pa—pp)(1)=3pa+3pp+1
Us (pa,pp,v) = pa(0)+ps(0)+(1—pa—pp)(5)=>5—5ps —5pa



Given I have worked on and been frustrated in finding the answer I
will solve for the best response regions:

U1 (A qasq8) = Ui (B,qasqp)
10-9¢. 2> 993 —5¢a +9
10 — (9QB + 9) > —5qn — (79Qa)
1- 9q5 > 4qa
1 9 o
4 4QB Z (a
U, (A7QD¢7 qﬁ) > U (07 Ga, qﬁ)
10-9¢0 2 qo+27¢s+1
10-(27g5+1) > go—(—94a)
9-27q5 > 10qq
9 _2r
10 10% = 9

since go > 0 we know that qg < % (from the first equation) we note
that:

9 2t 1.9
10 10 = 17 31%
13
— >
5 2 0

So the region is characterized by % — %q/g > go and gg < %, There is

a second important thing to recognize here, which is that A is better
than B then it is better than C. Above we tried to find an equilibrium
where pp = 0 and we failed. Thus we conclude that pg > 0 or B
must be a best response.

Ui (B,qa,q8) > Ui (4, 4a:4s)
9
> - Z
Ga = 1 4QB

Ui (B,qa,q8) 2> Ui(C,qa,q5)

998 —5¢a +9 > qa+27g3+1

9q5 +9— (27 +1) > ga — (—5qa)
8—18¢3 = 0qa

4
g - 3QB > o
Thus we must have qg < % and % —343 2 qo > % — %qg



Finally

Ul (Ca o, qﬁ)

9o

\Y]

Ul (A7 o, qﬁ)
9 27

10 107

Y]

Y]

Ul (quomqﬁ) Ul (B7QQ¢,QB)
4

Qo = g - 3q5

This means we must have q, > 1% — %qg. Like before this means
that if C' is better than A is must also be better than B.

If we are going to have all three be best responses then

_ 9
Ga = 10 10‘]5
4
a = 5 -3
q 3 dp
9 w413

Thus we can not have all three be best responses.

Above we tried to find an equilibrium where pg = 0 and failed, thus
ps > 0 and we must have g3 < § and 3 —3qs > qa > T — Jq5.
Thus we either have % —3¢3 = qa (pa =0) or we have g, = i — %QB
(pa+ps=1).

Analyzing person 2 if pa =0

Uz (0,pg,) = (0)(3)+pp(1)+(1—(0) —pB)(4) =4—3pp —(0) =4 —3pp
Uz (0,p5,8) = (0)(4) +pp(4)+(1—(0)—pp) (1) =3(0)+3pp+1=3pp +1
U2 (0,pB,7y) = (0)(0)+p5(0)+(1—(0)—ps)(5) =5—5pp —5(0) =5 —5pp
Uz (0,pp,a) > Uz (0,pB,0)
4—-3pp > 3pp+1
% > pB
U2 (0,])3, a) > U2 (0,]93, 'Y)
4-3pp > 5-5pp
% > pB

and thus if pp = % then we have Us (0,pp,a) = Uz (0,pp,B) =
Us (0,ppB,7) and we are completely unconstrained for player 2’s mized
strategy.



The other case is pa = 1 — pp and in this case:

Us(1=pp,pp,a) = (1-pp)@3)+ps(1)+ (1~ (1-pp)—ps)4)=4-3pp—(1—pB) =
Us (1 =pp,p5,B) = (L—pp)4)+ps4)+(1—-1-ps)—ps)(1)=31~-pp)+3ps+1:
Us(1-pB,pB,y) = (1-pB)0)+pp(0)+(1—(1—-ps)—ps)(5)=5-5p5—5(1—pp):

Thus this can not be the case. Thus we conclude that the mized
strategy NE for player 1 is (pa,pp) = (O, l) and for player 2 it is
any (qa,qp) such that: % -3¢ =qo > i - %qg and qo +qp < 1 this
requires that gg > % which means the lower constraint is non-binding

thus the most elegant characterization is

(Pa;pB) = (07 %) (90, q8) = {(% = 3%%) lgg > é} .

Remark 5 So, what happened here? Clearly I goofed up. Since this
is an online exam I wanted an equilibrium with three or more strate-
gies played, but in order to also give you a simpler task I wanted a
candidate with only two strategies in the support. Combining the two
led to a terrible snafu. I got the candidate fine, but also gemerated
a game with a continuum of equilibria. Heh. Well... you know... I
told you during the exam to avoid that question and suggested heavy
partial credit—which I did give.

Remark 6 Do you know how happy I am to know that the existence
of a Nash equilibrium is guaranteed? I didn’t need to sweat it, I knew
it existed. I just didn’t realize there was a continuum. I constructed
the game assuming (qa,qp) = (3, 3) which is a Nash equilibrium.

4. (28 points in total) Consider the following Hotelling model. Two firms
choose I; € {1,2,3,4,5} to maximize the number of customers they have.
Customers at location [ either go to the closer firm or split their business
if both firms are equally close to them. Let D; (l;,1;) be the number of
customers firm ¢ has if they are located at [; and the other firm is located
at [;. The distribution of customers is:

Locations : 112131415
# Customers: | 4|8 2] 2] 10

(a) (5 points) Copy the following table into your answers and fill it out
with the number of customers firm 1 will have if firm 2 is in location
l2. (The column is the location of firm 2, the row the location of firm
1.)

If o = 1 2 3 4 5
(1,L)=[13]4 |8 |12 13
(2,lo)=122]|13]| 12| 13| 14

Dy(3,lo)=]18 |14 | 13| 14 | 15
(4,12)
(5,12)

=|14[13|12] 13| 16
=13 |12 | 11|10 13




(b) (6 points) From the table what are the best responses of firm 1 to
firm 2 and the Nash equilibrium? Why do you not have to do a new
table for firm 27

Solution 7

Ifly = 1
BRy ()= [ 2]

2 3 4 5
3[3[3]4]

[3]

and the Nash equilibrium is [y = lo = 3. We do not have to do a new
table for firm 2 because they have a symmetric objective function.

(¢) (8 points) Solve this game by iterated deletion of dominated strate-
gies.

Solution 8

Ifly = 12 8 4 5
Di(1,l)=[13]4 [8 [12] 13
Di(2,l)=[22 1312 | 13| 14
Dy(3,l)=[18 |14 [ 13| 14| 15
Dy(4,1)= (14|13 |12 | 13| 16
Dy(5,l)=[13 1211 ] 10 13

We can see D1 (2,12) > D1 (1,12) and also Dy (4,15) > D1 (5,12) this
means that firm 2 will never locate at either of these locations and
the remaining problem is:

Ifly = 2 8 4

Dy (2,1)=[13] 12 13
Dy(3,lp)=[14] 13| 14
Dy (4,1p)=[13] 12| 13

and in this game we can see that D1 (3,12) > D1 (2,l2) and that
Dy (3,12) > Dy (4,12) thus the only location to survive iterated dele-
tion of dominated strategies is l; = 3.

From here on consider a generic version of this model, I; € {1,2,3, ..., L}
and assume that the median location () is unique.

(d) (6 points) Assume that firm ¢ and j can choose a location from the set
{I_,l-+1,1_+2,...,1;}. Show that if I, > I,, then [, —1 dominates
4+, and likewise if [_ < I, [ + 1 dominates [_.

Proof. Let C be the total number of customers, since I > [, we
know that D; (4 —1,14) > S > D;(l4,l4 — 1) because the firm
at [y — 1 will get the customers at [,,, and below. Notice that since
D; (I3 — 1,14 — 1) = < this also establishes that D; (14 — 1,14 — 1) >
D;(ly,l4 —1). Now for every l; € {l_,I_+1,1_+2,..,14 —2} a
firm at [ — 1 is closer than a firm at Iy, thus as long as their are



customers in every location D; (ly —1,1;) > D; (I4,1;). The proof
for [_ < I, is constructed with a symmetric argument, thus the proof
is done.

I must admit that I didn’t realize when writing this that I needed cus-
tomers in every location, thus the question as worded is wrong. Thus
I will give a significant amount of leeway in answers. For example
not noticing the problem is fine; as is providing a counter example.
In the latter case I will have to give you credit for the next part. m

(e) (8 points) Prove that this game can be solved by iterated deletion of
dominated strategies.
Proof. In stage one as long as neither 1 nor L are the median
location, both will be eliminated by the proof above. This means that
the set of locations that is consistent with the common knowledge of
rationality is {2,3,4,...,L — 1}, and then we can apply the proof in
the last section again until we are left with only the median location.
[

5. (22 points total) Consider a model of adverse selection. A seller has a
car who'’s worth is w € {5,20,50} = {w, Wy, wp}. The buyer does not
know the worth of the car, the buyer only knows that Pr(w = wp,) =
Pr(w = wy,) = £, and Pr (w = w;) = £. Their value of buying the car is
3w. A seller’s strategy is p > 0, and a buyers strategy is a p™ where they
will buy the car if p < p™. We assume that pT is set at the maximum it
can be given what cars are sold. Their utilities are:

—w if < pt VW — if <p*
T seller (w7p7p+) = { P 0 if g; §+ ; Ubuyer (w7p7p+) = { 0 i if §;§+

(a) (6 points total) Find the expected value of the car if:
i. (2 points) All cars are sold.

Evw] = vEw]
~ 3 (% (50) + % (20) + % (5)>
= 3x*29
= 87

ii. (2 points) High worth cars are not sold.

5

2 1
Evwlw <wy] = 3*<2J5rl(20)+ 2 (5))
5
= 3x15=45

iii. (2 points) Only low worth cars are sold.

Evw|lw=w] =3%x5=15



(b)

(9 points total) Find out if there is an equilibrium when:

i. (3 points) All cars are sold.
Solution 9 Yes because wy, = 50 < 87
ii. (3 points) High worth cars are not sold.

Solution 10 Yes because wp, = 50 > 45 so high worth cars will
not be sold and w,, = 20 < 45

iii. (3 points) Only low worth cars are sold.

Solution 11 Yes because w,, = 20 > 15 so high and medium
worth cars will not be sold.

(8 points) Consider a real world situation where currently only the
low worth cars are being sold. Assuming that a trustworthy third
party wanted to intervene in the market to get higher worth goods
being sold, what problems would they face?

Solution 12 This is an open ended question, so all relevant answers
might get partial credit. The problem that I find most insurmountable
1s information. How are they going to learn the distribution of worths
of cars that are not sold? If the market price is 15 we will know that
there are many cars that are not being sold, but what their worth is
will not be easy to observe.

(4 points) In this model we always assume w; > 0. This is frankly
unrealistic, as you should know there are some cars that will cost more
to maintain and fix up than they could ever benefit you. Allowing p <
0 but changing nothing else about this model, what would happen if
wy < 07 You should consider the case when |w;| is small and |w;| is
large.

Solution 13 There are two possible answers for the case where |w;|
is small. If we multiply w; by a constant v > 1 this will mean that
the value to customers of these vehicles will be below the worth and
the market will truly collapse with no cars sold.

On the other hand in the original model the value function needed to
satisfy v (w) > w and in this case there will be trade—basically junk
people will come by and you’ll pay them to haul your piece of trash
to the dump.

If |wy| is large this will cause all of the other equilibria to fail.



