ECON 439

Practice Questions, Normal Form Games
Dr. Kevin Hasker

These questions are supposed to help you prepare for exams and quizzes,
they are not to be turned in. Answers will be posted before the relevant exam.

1 Chapter 2—Nash Equilibrium, Theory

1. Consider an arbitrary game G = (I, A,u) where I is the finite set of
players; A; is the finite set of strategies for player i, A = X;c7A4;; and

U; -

A — R is i's payoff function, v = [u;];c;. Throughout you may

assume players only use pure strategies.

(a)

(b)

Define the rationality of a strategy in this game.

A strategy a; is rational if there are beliefs B e X+ Aj such that
a; € argmaxae , u; (a;,3")

Define correct expectations in this game.

Someone has correct expectations if ' = a_;, where a_; are the
actions people will actually take.

Define best response in this game.

For given ' € x ;4 A; BR; (Bl) = argmaxge 4, U; (ai,ﬁi)

Write down two definitions of a (pure strategy) Nash equilibrium in
this game. One that uses only best responses, and another one that
does not use best responses. Explain why the two definitions are
equivalent.

a* is a Nash equilibrium if for all i, a} € BR; (a*;)

a* is a Nash equilibrium if for all i, and all a € A; u; (af,a’ii) >
Uj (a, aii) or

a* is a Nash equilibrium if for all i, a is rational when B satisfies
correct expectations.

These definitions are formally equivalent because being rational means
that you are best responding, and (' = a*, summarizes correct ex-
pectations. Going from the other direction if af € BR; (aii) then
again we can let ' = a*

*, and we satisfy rationality and correct
expectations.

Explain the relationship between a Nash equilibrium and a social
contract, being clear about the attributes of the social contracts you
are discussing.

A Nash equilibrium can be thought of as a self enforcing social con-
tract. In other words it is the way you are expected to play the game,
and we assume that everyone knows the contract. For example, when
dating usually the boy has the pleasure/terror of being the one to



ask the girl out. The girl just has to sit there hoping she’s dropped
enough "subtle" hints that he knows what is expected of him. Of
course... speaking from experience one never is really sure one knows
the social contract a given girl is operating under. And I KNOW that
girls in my past have been very frustrated by me not picking up on
their signals... But that’s reality, this is that radical simplification of
reality called theory.

2. (30 points total) Consider the following game:

(a)

a BD) o v
A 721 1 0;2 6;4> [ 0;2
1 B 3;7° | 14,31 | 841 | —1;4
C(ID) | 0;4 [ 13;13 | 3;15° | 1;0
D 3;2 [6;1 6;3 2; 412

Find all the best responses of both parties, for one person and one
strategy explain why it is a best response in detail. You may mark
your answers on the table above, but explain your notation below.
I use a 1 in the upper right hand corner to indicate the best responses
of player 1, a 2 to indicate the best responses of player 2. I will
explain the best response of player 1 to o in game 1. A is the best
response because uy (A, ) > uq (B, ) = u1 (D, a) > ug (C, ).

Find the pure strategy Nash equilibrium of this game.
It is underlined in each of the games above. It is simply the square
where both 1 and 2 are best responding.

Find the unique dominated strategy in this game. Explain in detail

why it is a dominated strategy, and explain carefully why no other
strategies are dominated.
It is marked by a (D) in each game above. It is always the unique
strategy for the column player that is never a best response to a pure
strategy. For the others, if a strategy is a best response then it can not
be dominated, so this only leaves one other option, the strategy that
results in a Pareto Efficient symmetric payoff for the right choice of
player 2. The only thing that is better against this critical strategy for
player 2 is the best response for player 1, and this is a worse response
to the other player playing the pure strategy Nash equilibrium, thus
it is not dominated.

To go through these answers in game 1 in detail:

The dominated strategy is B, it is dominated because us (A,B3) <
ug (A,0); uz (B, B) < uz(B,d); uz(C,B8) < uz(C,0); uz(D,B) <
us (D,0). This is the only candidate because nothing else gives a
higher payoff against C, since (C, ) is the symmetric Pareto Effi-
cient payoff. The strategy C is not dominated because the only thing
that gives a strictly higher payoff against 6 is B, and uy (C,v) >
Uy (Bv ’Y)



()

Find the set of strategies that survives iterated deletion of dominated
strategies.

In the new games we have only one action that is never a best response
to pure strategies, it was the action for the row player mentioned in
the last part of the question. Now that the column action that led
to a symmetric Pareto efficient payoff has been eliminated, we can
now consider the action in the pure strategy Nash equilibrium of this
game. One can easily show that this Pareto dominates it, but I will
not because I do not ask for that in this part of the question.

(4 points) Find the unique mixed strategy Nash equilibrium of this
game that does not have any weight on the strategies in the pure
strategy Nash equilibrium.

For simplicity I will write down again the games after deleting (iter-
ated) dominated strategies and the pure strategy Nash equilibrium:

o ) 1 3
1 A[7,2T =T16;47] pP=3.4=%
B 377 |84«

and in each of these games you can clearly see there is a cycle in
the best responses, thus there is a mized strateqy Nash equilibrium
(at least in potential, and in this game that will be a NE). The prob-
abilities that the column player plays one of his actions is p, the
probability that the row player plays one of his actions is q, and these
are written beside each game. I will go through the steps of solving
for p and q for game 1.

Ui (Ap) = pur(A,0)+(1—plui(A,6)=p7+(1-p)6=p+6
Ui (B,p) = pu(B,a)+(1—p)ui(B,6)=p3+(1-p)8=8—5p
p+6 = 8—5p
_ 1
P =3

A payoff is Pareto Efficient if there is no way to increase one person’s
payoff without hurting the other persons. Find the set of Pareto
Efficient payoffs in this game.

This is very simple because the payoff of the dominated and iterated
dominated strategy is very large. Thus it Pareto dominates all the
payoffs except for the payoffs to a player either playing the dominated
or the iterated dominated strategy. For example in game 1 these are
the strategy pairs: (C, ), (B, ), (C,d)

What does this game illustrate about the relationship between Nash
equilibria and Pareto Efficiency? Explain why this tension exists.



It illustrates that Nash equilibrium is only Pareto efficient by coin-
cidence. There may be a Nash equilibrium that is Pareto Efficient,
but there may not be. This is because society can choose between the
strategy pairs (C, ) and (D,~) (for example). Player 1, on the other
hand, can only choose between (C, 8) and (A,B), (B, 8), (D, ) .Player
2 can then only make a choice given what player 1 chooses (in this
case B) so no one in the game can make the choice and compare the
costs and benefits like society can.

3. Consider the following Normal form game:

(a)

Player 2
o B 6 (o, B)
Player 1 A 6; 6° 6;62 104
B(\d,A,D) | 55 2;9% | 16;01
C (B, D) 3; 52 —3;410;3
D 13;812 1 6;61 | 6:3

Find all the best responses for both players, you may mark them on
the table above but explain your notation below.

I have marked a 1 in the upper right hand corner if it is a BR for
1, and a 2 in the upper right hand corner if it is a BR for 2. Notice
that in this game there are multiple best responses to at least one of
the opponent’s strategies.

For both players find a dominated strategy, and carefully explain why
it is dominated.

In the table above I have marked this by a X (Y,Z) X is what is
dominated and it is dominated by both Y and Z. I will explain the
logic carefully for the game:

Player 2
! g 0 (a,B)
Player 1 A 6; 62 6;62 104
B(\d,A,D) | 5;5 2:92 | 16;0"
C (B, D) 3:5 -3:410;3
D 13;8 [ 6;61 | 6;3

for all the other games it can be found by changing the names of the
strategies and payoffs, but it will be essentially identical:

W= a [ 90
us (u,A) 6 6 4
u (u,B) 5 9 0
u (b, C) 5 4 3
uz (u,D) 8 6 3

as you can see ug (0, X) for X € {A, B,C, D} is always strictly below
either other payoff, so both a and B dominate §. Fither answer, well
explained, will give full credit.



X = A B C D
u (X,a)= 6 5 3 13
w(X,8)= 6 2 -3 6
w(X,0)= 0 16 0 6

As you can see uy (C,u) is always weakly lower than every other
payoff, but it is only always strictly lower for B and D, thus B and
D dominate C.

(¢) After you remove those dominated strategies from the game, find one
more dominated strategy and explain which action dominates it.
This strategy is only for player 1, and I have written X (\u,Y, Z)
where p is the action for Player 2 that was removed in the last round.
The dominated action is always dominated by all the other actions
in the remaining game. To go in more specific explanations for the

game:
Player 2
o B
Player 1 A 6; 62 6,672
B(\0,A,D) | 55 2; 92
D 13;82 [ 661
X = A B D

u (X,a)= 6 5 13
u (X,f)= 6 2 6

you can see that uy (B, p) is always strictly lower than either of the
other payoffs for u € {«, 8}.

(d) In this game explain why you should not remove strategies that are
weakly dominated.

If you remove weakly dominated strategies in this game you will re-
move one of the Nash equilibria. While weak dominance is an in-
teresting equilibrium refinement society could be stuck on playing a
weakly dominated Nash equilibrium. Of course in this game the ra-
tional for playing the weakly dominated NE is weak (the NE is not
"stable" for any reasonable definition of stability), but still it is pos-
sible.

4. Consider the following Normal form game:

Player 2
o B8 1)
A | 10;0 [ 6;37 | 4;39 | 0;40
Player 1 B | 83 | 4,6 | 6;7 | 37;4
C| 94 | 7.6 | 751|393
D|0;10 | 59 | 3;8 | 40;0




(a)

Find the best responses for both parties, you may mark them on the
table above. For at least one of them carefully justify why it is a
best response below.

I will do this for the game

Player 2
«o I} ) 1)
T0:07 [ 6;37 | 4:39 | 0407
8:3 4:6 | 6;7° | 37;4
9;4 [ 762 750 [ 39;3
0;10%2 | 5;9 | 3;8 [ 40;0!

Player 1

gQw e

and the best response to a. w (A,a) = 10 > u1 (C,a) = 9 >
up (Bya) =8> uy (D,a) =0 so A is the best response.

Are there any dominated strategies? If so list them along with what
dominates them and carefully explain why.

Again, for the same game,

Player 2
«@ I} P 1)
10;01 | 6;37 [ 4;39 | 0;40?
8;3 4:6 | 6;7% | 37;4
9:4 [ 762 750 ] 39;3
0; 107 5;9 3;8 | 40;0°

Player 1

gaQw»

The only strategqy that is never a best response is B. And you can
see that uq (Cya) =9 > uq (B,a) =8, u1 (C,0) =7 > u1 (B, ) =4,
U1 (C,’(/J) =7>wu (B,’(/J) =6, uy (0,5) =39 > u; (B,(i) =37

Are there any strategies that can only be eliminated by iterated dele-
tion of dominated strategies? If so list them along with what domi-
nates them and carefully explain why.

There are actually no such strategies, once B is removed the remain-
mg game 1s:

@ 8 P )
A [T0:0T [ 6:37 [ %39 [ 0:40°
Cl| 94 [ 76775 39;:3
D|[0;10° | 5,9 | 3;8 | 40;0°!

and the only candidate is 1. Now only 0 is better against A ug (A, ) =
40 > 39 = ug (A, ), but 0 is not better against D ug (D,) =0 <
8= U2 (D7 Qp)

Is there a Nash equilibrium in pure strategies? If so explain why it
is a Nash equilibrium.

Yes, on every game there is one outcome that is a best response for
both parties. This is a Nash equilibrium because it is at the intersec-
tion of best responses, no matter how many times and in what order
you iterate the best responses you will stay at this point forevery.



5.

(e) Is there a cycle in best responses? If so explain what it is.
In every game it is the cycle (A, a) —2 (A4,0) —1 (D,d) —2 (D, a) —1
(4, @)

(f) Find a mixed strategy Nash equilibrium of this game where actions
that are not in a cycle over best responses have zero probability.

This value is p in the table above, and every game reduces to the
following game when we only consider actions in the cycle.

@ 1)
A [ 10;0" | 0;407
D [0:10% | 4007

let p=Pr(a)

pur (A, @) + (1 = p)us (A4,6) = 10p

pui (D, @) + (1 = p)ui (D,5) =40(1 - p)
Ui (D, p)

10p = 40(1—p)

S
S
223
[

4
P =5
let v =Pr(A)
Us (a,p) = ~ua(a,A)+ (1 —7)uz (o, D) =10(1 — )
U2(6,p) = u2(d,D)+ (1 —7)uz(d,D) =40y
Uz (A,p) = U2(D,p)
10(1—~) = 40y
-

Consider the following normal form game:

Player 2
L C R
U [ 6,47 ] 11,47 | 1;52
Player 1 M | 4;4 882 0;6
D | 3;5° | 6;1 2;4!

(a) Find the best responses of both players, in at least one case
explain why it is a best response. You may mark your answers

above but you will loose 2 points if you do not explain your notation
below.



In the games I put a 1 in the upper right hand corner of player 1’s
BRs and a 2 in the upper right hand corner of player 2’s BRs.

To explain in one case I should go through the payoffs of player 1 to
the action L and explain that the one I chose is the highest.

There is one dominated action in this game, find it and carefully
show that it is dominated.

In every game there is only one action that is never a best response,
so that is the only candidate for being dominated. I will delete the
dominated action from each game. The dominating action is marked

with a star.
Player 2

L C R
U* [ 6;4' | 11;41 | 1;52
D | 3;5% |6;1 2;4!

To carefully show why it is dominated I should go through the pair
of payoffs for each action of player 2, and show that the dominating
one always has a higher payoff.

After elimination of that dominated action, there is one new action
that is dominated, find it—you do not need to explain why it is
dominated in great detail but you do need to tell me which action
dominates it.

Again there is only one possible candidate for player 2, and the dom-
inating action is marked with a star.

Player 2
L R*
U* | 6;4!

1; 52
D | 3;5% | 2;4!

Find the unique Nash equilibrium of this game.

The equilibrium is specified to the left of each game, but I will calcu-
late it in each case.

Player 2
_ o1 L R*
D [ 3;5% [ 2;4!
1
p = Pr(l),6p+(1-p)=3p+2(1-p),p=7
1
¢ = Pr(U),4g+5(1-q)=5¢+4(1-q),q=3



6. Consider the following strategic form game:

(a)

Player 2
« I5) 1)
Al 1;2]41]3;0
Player 1 B | 3;3 | 3;2 | 5;4
C|l 4554 2;7

Find all the best responses to pure strategies, you may mark them
above but explain your notation below.

Player 2
Q I} 1)
Al 1,22 41 30
Player 1 B [ 3;3 | 3;2 [ 5;4'?
C | 4;5" | 5,41 ] 2;72
The best responses for player 1 are marked with a 1 above, for player
2 are marked with a 2.

Show that the unique Nash equilibrium is the only rational action to
take in this game. (Hint: dominated strategies.)

A is never a best response for 1, and [ is never a best response for 2.
Thus these are the only actions that might be dominated strategies.
A—versus a {B, C} are better, verus {a, 8} only C' is better, versus
6 only B is better, so it is not dominated.

f—verusus A only « is better, and « is better that 8 for both B and
C too, thus a dominates f3.

@ 0
A[1;22]3;0
B[ 3;3 | 5;4%2
C | 45| 2,7

Now the only action that is never a best response is A.
A—versus « {B, C'} are better, versus ¢ only B is better, so B dom-
inates A.

@ 1)
B33 [547
C |45 2,7

a—now ¢ is always the best response in the remaining game, so §
dominates a.

1)
B [ 542
Cl| 27

B is the best response and thus the dominant strategy when the
opponent has one action to consider.

o

B (54



since rational players will not play strategies that can be delted by
iterated deletion of dominated strategies the only rational way to
play this game is (B, 9).

Let me share another, perfectly fine, answer to this question.

Player 2
« I5) 1)
Al 1;2]41]3;0
Player 1 B 3,3 3;@ 5 4
C |45 [ 54 ][2}7

By comparing the hatted payoffs you can see that o dominates (.
By comparing the payoffs with open dots over them you can see that
B dominates A once (5 is removed. By looking at the best response
or comparing the underlined payoffs it is clear that in the remaining
game ¢ is a dominant strategy. By looking at the best response or
comparing the boxed payoffs in the remaining game it is clear that
B is a dominant strategy.

7. In the following Normal form game:

Player 2
@ I3 ) ) €
A[1;3]1L;6]6;5]58]2;7
Player 1 B | 3;2| 55| 9;0 | 5,1 9;4
C|33]89]|50]6;2](6;10
D{43|71]60]42] 82
E|29]2,5|86]|T78] 44
(a) Find all of the best responses, you may mark them in the graph
above.
n @
@ Ié] P 1 €
(1) A[1;3 1;6 [6;5 |5:87]2,7
B 32 5;52 1 9;0" | 5;1 | 9;4!
Cl 33 [89'[50 [6;2 [6;10?
D432 71 [60 [42 [8;2
3) E[2,9% |25 [86 |78 ]4;4

The best responses for player 1 are marked with a 1 above, for player
2 are marked with a 2.

(b) Using iterated removal of dominated strategies, remove two strategies
for each person. Explain your work and draw the new game on the

10



next page in the table provided.

Player 2
Strategies of Player 2 —

Player 1

Strategies of Player 1 7
I will go through my work in detail for the game:

Q 15} P 6 €
Al1;3 1;6 |65 [5:8[2;7
B 3;2 552 1 9;0" | 5;1 | 9;4!
Cl 33 [89]50 [6;2 [6;10%
D[432]71 |60 |42 |8
E |29 [25 [86 |78 ][44

In the first round the only possible candidates are strateqy A for player

1 and strategy i for player 2.

A—{B,C, D, E} are better against o, {B,C, D, E} are better against

{a, B}, {B, E} are better against {a, 8,1V },{E} is better against {a, 8,1,0},
and E dominates A because it is also better against e.

v—{B,9,¢e} are better against { A},{8,8,e} are better against { A, B},{3,0,¢}
are better against {A, B,C},{8,9,e} are better against {A, B,C, D},

d1s better against {A, B,C, D, E}, so 6 dominates 1p. The equivalent
strategies in all games are marked by a (1) in the tables above.

Now lets look at the restricted game:

Q I} é €
B 32 5:5%2 [ 5;1 [ 9;4!
Cl| 3;3 [891]6;2 [6;10°
D432 71 [42 |82
E |29 [25 [7;8 ][44

The only strategy that is never a best response to any other pure
strategy is 9.
0—{a, B,e} is better against {B}, {a, B,c} is better against {B, C},«
is better against {B,C, D}« is better against {B,C,D,E}, so «
dominates §. The equivalent strategies are marked by a (2) in the
tables above.

« I5) €
B 32 552 [ 9;41
C| 33 |89]6;10°
D[ 43271 |82
E |29 |25 | 44




E—{B,C,D} are better against {a}, {B,C, D} are better against
{a, 8},{B, C, D} are better against {a, ,€}, so now everything dom-
inates E. These are the strategies marked with a (3) above.

The game is below for clarity.

« I5) €
B[3;2 5,52 | 9; 41 «——
Cl| 33 [89 —16;10°7
D | 43771 8;2

Find all of the pure strategy Nash equilibria.

There is only one, it is marked by both a 1 and 2 in the upper right
hand corner, i.e. (D,a).

Find a cycle in the best responses

This is marked by arrows in the table above.

Find a candidate for a Nash equilibrium over the cycle you found in
the last part of the question. (To be precise, only actions in the cycle
have positive probability. By a candidate I mean that if their is a

mixed strategy equilibrium over these actions then it must be this
candidate.)

Again I will work on the game:

«@ I} €
B | 3;2 5;5% | 9;41 —
Cl| 33 |89 — |6;10°7
D[ 4372]71 8;2

let p = o9 (B) then the payoffs of player 1 are:

U(B,p) = 5p+9(1-p)=8p+6(1—-p)=U(C,p)
1
p = =
2

let ¢ = o1 (B) then the payoffs of player 2 are:

UB,q) = 5¢+9(1—-q)=4¢+10(1-q)=U(e,q)
-

and p=q= % is the candidate of this game.

Show that the candidate you found in the last part of this question
is not actually a Nash equilibrium.

12



In order to be a Nash equilibrium the payoff you get from using the
mixed strateqy must be utility maximizing against your opponents
mized strategy. So we have to check this payoff versus the payoff
of each players’ other action.

o(03)=2(3)+3) -3 <70 (3) 0 (3) -0 (#3)

but

0(p3)=7(3)#(3) =3 > 7 =5(3) 0 (3) =v(3)

so this is not a Nash equilibrium. There is only one, pure strategy,
Nash equilibrium in this game.

8. Consider the following model of firm location. There are two firms that
choose a location at the same time: for i € {a,b}, l; € {1,2,3,4,5,6,7}.
Each firm’s objective is to maximize its number of customers. Each con-
sumer is endowed with a location (v;, € {1,2,3,4,5,6,7} k € (1,2,3,...,,30))
and go to the firm that is closest to them, choosing each firm with equal
likelihood if both firms are equally close. The number of consumers at
each location is:

112(3[4|5|6]|7
614212646

notice the total number of consumers is 30.

(a) Fill out the following table with the payoffs of firm a from being at
location [ when firm b is at location m € {1,2,3,4,5,6,7}.

distribution 6 4 2 2 6 4 6
Location of firm b: | 1 2 3 4 5 | 6 7
Location of firm a:

1516 (8 |10 |11 | 12| 13
24 (15|10 |11 (12 | 13| 14
2212015 (12 | 13| 14 | 17
2019|1815 |14 | 17| 20
19 | 18 [ 17| 16 | 15 | 20 | 22
18|17 ({16 | 13| 10 | 15 | 24
17116 (13108 |6 | 15

~N O Uk W N~

(b) Find the equilibrium by iterated removal of strictly dominated strate-
gies.
Locations 2-4 strictly dominate 1. Removing 1 then locations 3-/
dominate 2. Removing 2 then 4 dominates 3. Removing 3 then 5
dominates 4.

Locations 2-6 dominate 7, removing 7 locations 2-5 dominate 6.
Thus b s the equilibrium.

13



9. In the following game find the best responses of both players, the Nash
equilibrium (or equilibria) and any dominated strategies. You may mark
the best responses, but list the Nash equilibrium (or equilibria) and dom-
inated strategies below. For the dominated strategies you must also list
the strategies that dominate them.

« I} Y 1)

Al|84 | 1251 |83

B|10,1]22(4,0 |6,0

Cl99 [05]12,2]48

D[{32 [04(63 |77

(a)
Player 2
«@ B8 P 1)
8,4% 12 5,1 8,31
Player 1 10,11 [ 2,282 140 6,0

997 |05 | 1227|438
32 |04 |63 |7,7°

gQwe

Best responses have been stated above.

Player 1 has no dominated strategies but for Player 2, 1 is dominated
by 6, Since all the payoffs of Player 2 in the § column is larger than ¢
column.

The only Nash Equilibrium of this game is (B, ) where the payoff is (2,2),
because it is the only case where the best responses coincides

10. Consider the following strategic form game:

Player 2
«@ B8 X 1)
A | 10,8 0,10.... | 3,8...... 2,8
Player 1 B | 1,2...... 2,6...... 4.7...... 5, 7.
C | 3,0...... 1,1...... 0,0...... 5,0......
D | 2,0...... 4.4...... 3,8...... 6,3......
E | 2.2... 4.4...... 3,5...... 7,5,

(a) Find the best responses of both players, you may mark them in the
game above or write them down below.

Player 2
@ B8 X )
A[108%...[010... |38... 28,
Player 1 B | 1,2...... 26...... 4752 5,7°......
C | 3,0...... 1,1%..... 0,0...... 5,0......
D | 2,0...... 4.4%..... 3,8%...... 6,3......
E[22... 14 357 5T




1.

(a)

(b)

Find the Nash equilibria (they are all in pure strategies.)

The Nash Equilibria of this game are (B,x) and (E,d) where the best
responses coincides for both players.

Write down the definition of a (strictly) dominated strategy.

In a strategic form game a strategy a; of Player i is strictly dominated
if there exists another strategy a} for Player ¢ which gives better
payoff whatever the other players chooses. In formal, u;(a;,a_;) <
u;(ab,a_;) for every a_; which is a list of strategies of all players
except 1

Remove all strictly dominated strategies and iterate the process until
there are no strategies that are strictly dominated in the remaining
game. You may mark out the strategies in the game above but
indicate the order you remove them and what strategy dominates
them below.

We can observe that « is dominated by g for Player 2 since 8<10,
2<6, 0<1, 0<4 and 2<4, so let us eliminate o. Now similarly A is
dominated by B and C is dominated by D for Player 1 so we can
eliminate A and C too. The table we have now is the following.

Player 2
B X J
B | 26...... 47...... 5,7,
Player 1 D | 44...... 3,8...... 6,3......
E|[44.. 3,5...... 7,5.....

And finally we can claim that 5 is dominated by x since 6<7, 4<8,
4<5. So the final table will be as below.

Player 2
X 1)
B |4,7... 5,7 e
Player 1 D | 3,8...... 6,3......
E | 35... 7,5

We have eliminated the dominated strategies by following order and
causes(a < 8, A<B,C<D,5 < x)

Write down the definition of a weakly dominated strategy.

Weakly dominated strategies is similar to strictly dominated strate-
gies, but weakly dominated strategies also allow the equality of pay-
offs for some of the cases. Indeed in a strategic form game a strategy
a; of Player 7 is weakly dominated if there exists another strategy a
for Player ¢ which never gives worse payoff whatever the other players
chooses. In formal, u;(a;,a—;) < u;(al,a_;) for every a_; which is a
list of strategies of all players except i. There must be at least one
a—; where u;(a;,a—;) < w;i(a,,a_;)
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(e)

Write down two games that can be derived by removing weakly dom-
inated strategies.

Player 2
X 1)
Player 1 B 4,712 5,77
E>D | 3,52 7,512

We can not remove any further strategies because now x and J give
the same payoffs to player 2. The notation £ > D means that FE
weakly dominates D. It gives 3 against x and 7 versus 6 against 6.

Player 2
X>6 Player 2
Player 1 B [ 4,772 . x>0
D | 3,8 Player 1 B> E,D | 4,7
E [ 3,57

Why is the concept of iterated removal of strictly dominated strate-
gies an implication of rationality? Why is the concept of weakly
dominated strategies not an implication of rationality?

In the example above you found that which weakly dominated ac-
tion you removed first affected the final set of weakly undominated
strategies. This means you must know both:

i. That other players are rational

ii. The order in which they are going to remove weakly dominated
actions.

The order of removal matters a lot because the Nash equilibrium
changes when you change the order of removal. In the first example
above the NE were (B, x) and (F, ). In the second one the NE was
(B,x)- Is (E,¢) a potential equilibrium or not?

In contrast one of the most important results for strictly dominated
actions is that no matter which order you remove them in you always
are left with the same set of strictly undominated actions. Thus all
I need to know is that my opponent is rational.

Chapter 3—Nash Equilibrium, Illustrations.

Consider the following game of joint production. Two workers are consid-
ering how much to contribute to a project, of which each of them is entitled
half the benefits. Worker ¢ contributes w; > 0 to the project, and then
if W = wy + wy the benefit of the project is R(W) = W (44 — 2W), and
worker i receives R (W) /2. The costs of worker 1 are c; (wy,ws) = lw?,
the costs of worker 2 are cy (w1, ws) = bw3.
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(a) Set up the objective functions of both workers.
1 2
max o (w1 + wa) (44 — 2 (w1 + w2)) — 1wy
w1
2

1
max§ (w1 +wa) (44 — 2 (w1 + w2)) — Swy
w2

(b) Find their best responses.

1 1
5(4472(w1+w2))72§(w1+w2)721w1 = 0
1
5447211}172102*2101 =0
22 — 2wy = 4un
2_2 _
1 411)2 = w1
1
5(44—2(11)1+w2))—(w1+w2)—2*5w2 =0
22—211)1—211)2—10’[1)2 =0
22—2’[1)1 = (10"‘!‘2)’[1)2
2 2o = w
12 12" 7

(¢) Find the Nash equilibrium outputs of both workers.

*

144 2 (144 3
(315~ ")

50 W - i
4 wi + 44 5 = wi
4)(12) ' (92 !
. _ L
120 T 1T "™
o 1.
120 T 121
5 = wj
14 2 .
2(12) (12 ' 72
11 1 §
E*@@) = W,
1 = w}
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(d) (4 points) An outcome is production efficient if given the level of
output it is not possible to reduce the costs of producing this output.
Is the Nash equilibrium production efficient? Why or why not?

We want to minimize costs given wy+wg = W, and this is equivalent
to:

minw? 4+ 5 (W — w;)?

w1

211)1 =10 (W — wl) = 10w2
plugging in the equilibrium values:
2w = 2(5)
10w; = 10(1)=10
(e) An outcome is Pareto efficient if it maximizes the sum of the profit

of the two workers. Is the Nash equilibrium Pareto efficient? Why
or why not?

For this question we need to maximize the sum of payoffs,
(w1 + wo) (44 — 2 (w1 + wy)) — w} — 5w’
the first order conditions are:

(44 -2 (’U)l + ’U)Q)) -2 (w1 + wz) — 2w
(44 — 2 (w1 + w2)) — 2 (w1 + wa) — 10we =

0 (3)
0 (4)
and at this point we don’t have to go any further because we can
see that equation 1 is always lower than 8 and likewise for 2. This
means that worker 1 (2) will always work too little. However I know
that those of you who solve this probably won’t stop there. You’ll
probably solve it in its full glory. One thing we can see immediately
by subtracting these equations is:

2w1 = 10w2

or wy = %'wl, plugging this in:

(44—2 (wl + %’lUl)) -2 (w1 + é’lUl) —2w; = 0

1
447411}17211}1*43'&11 = 0
44 .
My

12+4%

1

M =
4+10+10 he

which are not the same as above
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2. Consider the classic Bertrand game. Market demand is given by @ = 64—
4P and there are two firms with the same cost function, ¢; (¢1,g2) = 2¢;.
Firms compete by choosing price p; > 0 and ps > 0 and for any (p1,p2):

(a)

(b)

64 —4dp; if p; <p;
g (p1,p2) ={ 32—2p; if p;=np;
0 it pi >pj

In a general game, define a weakly dominated strategy.

A strategy weakly dominates another if it always gives at least as high
a payoff and sometimes gives a strictly higher payoff.

In this game find the Nash equilibrium. (Hint: it is a weakly domi-
nated strategy in this game.)

i. In this problem each firm maximizes:
IT;&X (pi — ) i (p1,p2)

and the Nash equilibrium is p1 = p2 = 2, one can show that this is
a Nash equilibrium fairly easily, If po = 2 then as long as p1 > 2
II; = 0, thus p1 = 2 is optimal. Or you can find this by noticing
that if p; > 2 then it weakly dominates p; = 2. This is because
if pj > pi > 2 you will get strictly positive profits, unlike when
p; = 2. Notice that actually any p; > 2 weakly dominates any
;i < 2, but we can’t have an equilibrium with p; = p; < 2because
then the firms will make negative profits.

Now firm 2 advertises that they will always match the price of firm
1. Find the Nash equilibrium of this game given this. (Hint: You
don’t need to optimize for firm 2 at all.)

Due to firm 2’s advertisement firm one can just maximize profits
assuming that ps = py:
max (p1 — 2) (32 — 2p1)

P1

(32-2p1)-2(pp—2) = 0
9 = pi

this is the monopoly price in this market.
Comment on how this illustrates the difference between out of equi-
librium logic and equilibrium logic.
In an out of equilibrium since, it’s obviously best for me to go to a
store with a price matching guarantee. Thus out of equilibrium this
guarantee is always good. However in equilibrium this decreases the
amount of competition for other stores, and thus results in a higher

price in the market. Thus in equilibrium this is bad, out of equilibrium
it is good.
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3. (Asymmetric Competition) Consider a market where there are two firms
producing substitutes. The primary difference in the firms is the strategic
variable they use to maximize their profit. Firm b is a Bertrand com-
petitor, and maximizes her profit over price. Firm ¢ is a Cournot com-
petitor, and maximizes his profit over quantity. Their cost functions are
c1(q1,92) = xq1, ¢2(q1,42) = X@2, or they have the same constant mar-
ginal cost. The demand curve for firm B is:

1 1
=15 — Zpp — =
qB 5PB ~ 590

notice I write it in terms of go because that is the strategic variable of
firm C. The inverse demand curve for firm C is:

1 3
— 154 —pr — 20m .
pC 5+2pB 549C

(a) Show that the demand curves are symmetric. Le. that they are based
on a symmetric underlying model of the relationship between prices
and quantities.

From the demand for C:

1 2
=10+ =pg — =
q + 3PB 3pc

Plugging this into the demand for firm B:

1 1 1 2
= 15—=pg—=[10+=pg — =
qB 5 5P 2<0+3p3 3pc)

2 1
= 10=2= -
3PB+3PC

and these demand curves are clearly the same.
(b) Given that the demand curves are symmetric, is this a symmetric
problem? Why or why not?

It is not a symmetric problem because the firms are not mazximiz-
ing over the same strategic variable, to see this look at the objec-

tive functions below. You can clearly see: 8‘32%513 = f% < 0 while
ag%g; = % > 0, thus the two problems are as different as different
could be.
(c) Set up the objective function of both firms.
™o o= pi—4a
1 3
TC = (15+ 5PB ~ 540 — 4) qc

1 1
TR (rB —4) (15 —3PB - §QC)
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(d) Find the best responses for both firms.

87‘1’0 1 3
_— = 15 - .
920 < + 5PB — 54C
1
3qc = 15—4+ 5;03
1 1
ge = D— 54 +5PB
87TC 1 1
- 15— —pp — =
Er < 2PB 2¢]C)
1
PB 154’27 5(]0

3
—4>—§QC—0
1
_Z —4) =
5 (Pp—4)

(e) Find the equilibrium prices and quantities.

4 1 1
e = 50—z - (154+2—=
q 3+6( + 2QC>
I
e = 7 127¢
1 30
(1+E>qc = z—l
_ w1
e = 13713
1/90 12
150 32
= M
1 3
. 154 =pp — =
p +2pB 54c
s L0, 32) 3090 12
B 2\ 13 13 2\13 13
270 68
26 26 0
15 L (20 12y 17150 32
15 o \13 7 13) 2\ 13 T 13
150 20
26 26
(f) Find the profits of both firms. Which firm makes the lower profits?
B (150 = 32 150 20\ 25 s
s = @BMq3<13+13 ZQ (26 26>338(30 4)> =13 %25
270 68 90 12 27 2
= o=+ —=-4) =5 -=)=-2(30—-4)° =13%27
e = (o —4)ac < 26 26 ) (13 13) 338 30— i
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and since 25 < 27 and so if you advise the bertrand competitor to switch
to quantity competition you would be right. However without knowing the
equilibrium in the alternative this advice is wrong.

In this section I will calculate the answers for several wrong methodologies,
this should never show up in any answer key I am merely doing it for
grading purposes.

!
e = 2 4pb
Py = 4% - 70
5 1
pb4<§+1pb) - 70

, No solution found.

2 1
max (10 —3PB + gpc> (o —4) =

2 1 2
10— = Zp. ) =S (pp—4) =
(0 3pb+3p) 3(pb ) 0

B rotip =
4 4pc = Db

max (30 — g — 2qc — 4) ¢

(30 —gp —2gc —4) +(-2)g. = 0
0, 1 - _
4 4Qb = {c
S
Py = 4 4pc
_ 30,1
e = 4 4%
1 3
c = 15 5 — 5 4c
D +2pb 2q
1 1
= 15— =pp — =q.
Qv b} 5P — 54
30 1
Py = Z+2+chused
30 1
c - —_——2—=
q 1 4%
10,8 12
DPe = 7 - 7qc
_w 1
ab 3 Spc 2qc



30 1
= 2194 Zp, used
Do 4+ +4p use
30 1
c - ——1--
q 1 4qbused
_ 60 20 3
Pe - 7 7 7%
_ 60 4 1
® = 7 7 7pc
_ 20 68
P = 56 T 96
_ 150 20
4 = 56 "2
_ 150 32
Pe = 9377713
_ 9% 12
®© = 93713
116 - 2¢. = m
5.1, _
3 6pb = {gc
5 1
116—2(2 4= -
<3+6Pb> Db
169
5 -
5, 1/169)
375\ 2 ) T &«
63
T =

(y Consider the following Hotelling linear city. Customers are distributed over
locations the (1,2, 3,4,5), and always buy from the firm that is closest to their
location, if two firms are an equal distance from them they buy from each firm
with equal probability. The distribution of customers is

Locations 1 2 3 415
Number of Customers | 10 | 12 [ 14 | 2 | 4

firms choose a location (or locations) to maximize the number of customers it
gets, call their payoff 7.

1. The Standard Model: In this model two firms, a and b, both choose a
location simultaneously [, is a’s location and I is b’s location.

(a) Fill out the table below, in the box I want you to write in the payoff
to firm 1 if firm 2 is in the location across the top of the table and firm
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1 is in the location on the side. Notice I ONLY want you to write in
the payoff of firm 1, if you are not clear on what you should do please
ask. Notice that there is a lot of symmetry in this table, if
you can figure it out it will make answering it much easier.

ifly,=11 12 |3 |4 [5
and [, =1thennw, = |21 | 10| 16 | 22 | 29
and l, =2then 7w, =132]21 1|22 29| 36
and [, =3 then 7, = | 26 | 20 | 21 | 36 | 37
and [, =4 thennw, =120 13 | 6 21 | 38
andl, =5thenm, =136 |5 |4 |21

(b) Find the Nash equilibrium by iterated deletion of dominated strategies.
Be careful to make your answers to this question clear. If you
mark your last table so much that I can not clearly see what
you have written I will mark you down.

2 always gives a higher payoff than 1 so 1 is dominated. By symmetry
it must also be dominated for player 2. 4 also dominates 5, and now
that 5 and 1 are removed 3 dominates 4. Now that 1,4, and 5 are
removed 2 dominates 3, thus l, = l, = 2 must be the Nash equilibrium.

A Big Firm/Small Firm Model: In this model firm a only has one location,
lq, but firm b can choose two locations, l; and l,o—however (for simplicity)
we require that ly; =1,. Note that ly; =l = [, is allowed.

To be clear about how the division of subjects is done, assume that ly1 =
la =5 and lye = 3, then firm b would get all the consumers in locations 1-3
(86) half the consumers in location 5 (2) because lyy and l, are equally far
from them, and half the consumers in location 4 (1) because firms a and
b are equidistant from them. Notice that firm b will have two branches and
firm a will only have one branch equally far from the consumers in location
4, but still each firm gets half the customers.

(a) For each location of firm a find the best responses of firm b. Explain
the logic behind your best responses below the table.

ifl,=11123|4]5
The BRoffirmbislypy= |12 |34 5
=12(3|2]|3]4

lp2

First of all if lyo = ly1 this will cause no increase in the number of
customers, thus lpa # lp1. Now it is clear that to capture the most
customers we want bz € {la — 1,1, + 1} and we want Uy to be on the
side where there are the most customers. You could also answer this
question by finding the entire payoff matriz, but this explanation is
simpler.

(b) For each best response you found above find the optimal location for
firm a. Notice that a does not have to choose to be at one of the two
locations b has chosen. Explain your logic below the table.
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Just to be absolutely clear, let me give an example. Say that ly; = 1
and lpo = 4, then firm a is free to choose l, = 3, and when calculating
the payoffs we do not assume that lyy = 3. In this case w, = 20,
Ty = 22.

iflpr=1112]13]4]5
and lpp =123 2|34
BR, (lbl, lbz) 312121213

There are two types of choices that firm a could want to make. Either
l, € {lbl,lbg} or l, € {min (lb17 lbz) — 1, max (lb17 lb2) + 1}. First Of
all, let D (Iy;) be the number of customers that go to branch i € {1,2}
given the current locations. If D (Ip1) > D (lp2) and 1y, € {lp1,lp2} then
lo =lp1. If 1o € {min (1, lp2) — 1, max (Ip1, lp2) + 1} then we want to
put it on the side where there is the most customers. Which of the two
strategies is optimal has to be decided based on the case.

Find the pure strategy Nash equilibria of this game.

If ly1 = 1o = 2 and lye = 3 then this is the Nash equilibrium, looking
at the best responses of b to the best responses of a you can clearly
see that this is the one situation where the result is also the original
strategy of a in the first table.

Do you think there will always be a pure strategy Nash equilibrium in
this model? Why or why not? You can argue either answer, points
will be given for the coherence of your argument.

Let me say that I know the answer to be that there will not always
be a pure strategy Nash equilibrium in this model. Depending on the
distribution of customers there may be a mized strategy Nash equilib-
rium. You will have to trust me that this is not only because we require
lpy = lg.

But why? The basic problem is that in equilibrium we must have the
fact that it is better for firm a to match with one of the locations of
firm b. It is possible that they will never want to do this, and then
there can not be a pure strategy Nash equilibrium.

Just to prove my point, consider the distribution of customers:

Locations 1 2 31415
Number of Customers | 10 [ 12 | 4 | 2 | 14

this is derived from the original one by switching the customers at
location 8 to 5 and vice-versa. Then let us go through the two steps
again:

ifl,=11(2]3]4]5

The BRoffirmbislyy =12 |3[4]|5

lo=1213|12(3]4
iflpp=1112(3]4]|5
andlb2: 2 3 2 3 4
BR, (lp1,lp2) | 3|4 ]4]2|3
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Now you can see there is no intersection of best responses, basically
because now the incentive to mot be in the same location as one of
the b branches dominates. Now we will only have an equilibrium in
mized strategies. (lq,lp1,lp2) = (2,2,3) —p (4,2,3) —4 (4,4,3) —p
(2,4,3) —4 (2,2,3). Heck, I can even calculate it:

p = PI‘(2,3),1*]):PI‘(3,4)
Uy (2,p) = pll+(1—-p)22=pl16+(1—-p)8=1U, (4,p)
14
T
q Pr(2),1—q="Pr(4)
uy ((2,3),9) = ¢31+(1—¢q)26=¢q20+ (1 —q)34=1u((3,4),9)
8
= 19

Wasn’t that fun?

In a second price auction there is one item that will be given to one of I bidders.
The bidder i € {1,2,3,4, ..., I} has a value for the good v; € [v,7] and submits a
bid b; € [v, 7] .For simplicity you should assume the bid can only be in kurus, but
that 7 — v is very large relative to one kurus. Everyone involved in the auction
knows everyone else’s value, and you can assume without loss of generality that
v1 > vz > vs... > vr. A bidder’s payoffs are v; — max;; b; if he wins (he pays
the second highest bid), + (v; — max;; b;) if he ties for the highest bid with
K other people, and 0 otherwise. Notice that a bidder’s own bid never actually
determines the price he pays.

1. Prove that bidding b; = v; is a weakly dominant strategy.
We will show that b; = v; is always a best response, let bp) = max;; b;.
If by > v; then person i does not want to win and pay b(z), and since
by = v; < b(g) they will not. Thus it is a best response. If b(z) = v; then
person i does not care whether he wins or not, and since b; = v; = bg) it is
a best response. If by < v; then person i wants to win, and b; = v; > b(a)
guarantees that they do.

2. Prove that if for all 4, b; = v;, then this is a Nash equilibrium.

Solution method 1: Since above I showed that b; = v; was always a best re-
sponse if everyone uses this strategy everyone is obviously best responding,
so this must be a Nash equilibrium.

Solution method 2: In this equilibrium person 1 will win and receive the
net payoff v —wve > 0. Therefore person 1 will not want to lower their bid
below the bid of person 2 because then they would win zero. Persons 2 and
above will not want to increase their bid enough to win because then they
would win v; —v1 <0 for j € {2,3,4,...,1}

3. Prove that if for any j € {1,2,3,4,...,1} b; = T and for everyone else,
ke {1,2,3,4,....,1}\j, by = v then this is a Nash equilibrium.
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Person j will win the auction and get v; —v > 0, thus they will not
want to lower their bid to v and risk losing the auction. If person k €
{1,2,3,4, ..., I} \J raises their bid to T then they will receive % (vp —0) <0
so they will not want to do that. Thus this is an equilibrium.

There are two firms that are Bertrand competitors in a market where market
demand is @ = 56 — 4p. If they match price, they split demand, otherwise the
firm that has the lower price gets all of the demand. Price must be in integers
(for i € {1,2}, p; €(0,1,2,3,...)) and the constant marginal cost of production
is 6. Just to be clear, the firm level demand is:

0 1> P2 56 —4ps  p1 > po
di (p1,p2) ={ 2(56—4p1) p1=po ,do(p1,p2) =1 2(56—4p2) p1=p2
56 —4p1  p1 < po 0 p1 < P2

1. Set up the objective function of firm one, you can use the general demand
curve di (p1,p2)-
m1 (p1,p2) = di (p1,p2) (p1 — 6)
2. Find the monopoly price, i.e. the price a firm would charge if the other
firm did not set a price.
max (56 — 4p1) (p1 — 6)

P1

(56 —4p1) —4(p1 —6) = 0
56+24 = 8p;
3+7 = pM =10

3. For an arbitrary ps € (1,2,3,...) find the profits for firm one from charging
the price po — 1, p2, and po + 1. Your answers should all have py in them.
(You should find three functions, one for ps + 1, one for py, and one for
P2 — 1)

m(p2+1,p2) = 0

1

1 (p2,p2) 5 (56 = 4p2) (p2 — 6)

m1(p2—Lp2) = (56 —4(p2—1))(p2—1-6)

4. Find the best response of firm one for every ps € (0,1,2,3,...). Provide a
precise mathematical proof when ps is equal to

(a) the monopoly price plus one,

ﬂ-l(p2+17p2) =0
1 2 202 2 55
71 (p2,p2) = @(56 —2%56%4%6+4°6 —4*6):7
1
Ti(p2 = 1p2) = (56— 4x6)° =64

0 < mi(p2,p2) <mi(p2—1,p2)
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By definition the monopoly price must be higher, as can also be verified
in each of your exams.

(b) the monopoly price,

ﬂ-l(p2+17p2) =0
1
71 (p2,p2) = 5(56—4*6)2:32
1
T1(p2—1,p2) = —— (56% —2%56 %46+ 4°6° — 4 x4*) = 60

4 x4
0 < mi(p2,p2) <mi(p2—1,p2)

This is true, and is obvious for your exam, but I will need to verify it
more carefully in the abstract case.

1
8x4

1
4x4

(56 —4%6)° <
(56 —4%6)° < 2(56% — 2% 56 %46+ 426% — 4+ 4?)
<
<

(56% — 2% 56 x 4+ 6 + 4267 — 4 % 42)

2 (562 — 2% 56 % 4% 6 + 426% — 4% 4%) — (56 — 4+ 6)°
562 — 2% 56 % 4 % 6 + 4262 — 8 % 42 = 896

This is always true as long as 56 > 2v/2 % 4 + 4 % 6, which it is for all
of your exams.

(¢) marginal cost plus two,

7Tl(pz—i_LpZ) = 0
71 (p2,p2) = 56 —2%x4—4%6=24
7 (p2—1,p2) = 56—4—4%6=28

:and here it is obvious that w1 (p2 — 1,p2) > m1 (p2,p2) > 0, notice
that 56 > 2v/2% 4+ 4%6 >4+ 4%6 =28

(d) marginal cost plus one,

ﬂ-l(p2+17p2) = 0
1

w1 (p2,p2) = 5(56—4—4*6):14
mi(p2—1,p2) = 0

here it is equally obvious that py = p2 is best.
(e) marginal cost,

T (p2+1,p2) = 0
71 (p2,p2) = 0
T (pa—1,p2) = 4%6—4—56=—36

notice (importantly) that here any p; > po gives the same profit, zero.
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(f) marginal cost minus one.

ﬂ-l(p2+17p2) = 0
1 1 1
71 (p2,p2) = 5*4*6—5*4—5*56:—18
T1(py—1,p2) = 2x%4%6—4%4—2%56=—80

and here p1 = py +t for t > 1 is the optimal price.

For the rest of the prices you can just generalize the results you found for
these prices.

p" if p2 >p™"
po—1 if p">py>6+1
BRy (p2) = P2 if p2=6+1
[6,00) if p2 =6
[p2 + 1,00) if P2 <6

5. Find the Nash equilibria of this game.

By intersecting the best responses the only strategies that survive are p; =
P2 € {6, 7}

6. Prove that setting price equal to the constant marginal cost is a weakly

dominated strategy. (A strategy is weakly dominated if there is another
strategy that always does at least as well and sometimes does strictly bet-
ter.)
If py = 6 then profits are w1 (p1,p2) = dy (6,p2) (6 —6) = 0 independent
of p2. On the other hand choose any p1 > c. Then if pa < p1 m1 =0, if
p2 > p1 profits are at least 3 (56 — 4p1) (p1 — 6) > 0. Thus p; = 6is weakly
dominated by any p; > 6.

a x p(2) Pr(0cont.|2) p(3) Pr(0cont.|3) p(I) )
Lood g b - ()
s 25 i - (b
L5 & 5 @ 1-(5)7"
45 W 5w L=

Consider the following war of attrition. Two people are fighting over an object
which has a value of 1 to the winner. They can fight 0,1,2,3,4,5, or 6 periods,
and the cost of a period of fighting is % for person 1 and % for person 2. Their
strategy is the number of periods they will fight, t; € {0,1,2,3,4,5,6} where
i € {1,2}. To be clear their utility function is:

1=3t, if 1>t 1=2t,  if 1<ty

(75} (tl,tg) = % (1 - %ﬁz) if t1 =12 , U2 (tl,tg) = % (1 - %tl) if t1 =12
3 2 :

_Ztl if t <ty —?ﬁz if t1 >t
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1. Find the best responses for both persons by filling in the table below.

7
best response is t; = 0. If t_; < Xi then any t; > t_; is optimal.

I will answer this in general.Let x, = %, Xo=2. Ift_;> xl then the only

2. Find all of the equilibria. You may either characterize them all or list them
one by one.

In the equilibria either t1 = 0,to > x_ll or to =01t > xia

Consider a public good game where each person in the society can contribute
d; > 0 (to be precise d; € [0,00)), let D = X!_,d; be the total amount con-
tributed. The benefit to each person in the society of D is B (D) = 80D —2D?
a person gets this benefit no matter how much she or he contributes. For person
i, the cost of contributing is ¢; (d;) = 48d;. The objective of each person is to
maximize their net benefit, which is defined as the benefit function minus the
cost of contributing.

1. First assume that there are two people in the society (I = 2).

(a) For person one, set up her objective function and find the first order
condition.

max 80D — 2D? — 48dy = max 80 (di + dz) — 2 (da + dy)? — 48d,
1 1

80 — 4 (dy + dp) — 48 = 0
(b) Find the best response for one of the people.

80—4(dy+dy)—48 = 0

180 — 48
ho= 5Ty ®
d = 8—dy

(c¢) Find the set of dominated strategies in the game. Explain your rea-
soning.
Notice that dy ts decreasing in ds, so when ds is at its lowest this is
the highest amount 1 will ever want to contribute, this is:

di = 8-0
= 8

so any amount above this amount is dominated by contributing this
amount or less.

(d) Find the amount each person contributes in equilibrium, and the total
amount contributed in equilibrium.

30



I will use symmetry:

d = 8—-d
d = 4
D = 2d=38

however if you don’t use symmetry you realize that for both parties the
only restriction on equilibrium is:

diy+dy =8
So the complete answer (not necessary for full credit is
dy € [0,8],d2 =1-—-d

but notice that in any case D = 4 does not change.

2. Now assume that there are I > 2 people in this society.

(a) For person one, set up her objective function and find the first order

condition. You may denote the total amount contributed by the rest
of the people as D_;.

max 80D 2D? — 484, = max 80 (dy + D) — 2 (da + D_1)* —48d,
1 1

80 —4(dy+D_1)—48 =0

Find the best response for one of the people.

80—4(di+D-1)—48 = 0
di = 8—D_,

Why can we assume that the amount contributed by all people will be
the same in equilibrium?

because of symmetry (notice that there is a symmetric equilibrium,
there are others, but one does exist.)

Find the amount each person contributes in equilibrium, and the total
amount contributed in equilibrium. Your answer should be a function
of I, the total number of people in the society. Be sure to check that
if I =2 your answer is the same in parts a and b.

by symmetry D_y = (I —1)d

d = 8—((I-1)d)

1
d = (32
D = Id=8

more generally the set of equilibria are D = 8 d; > 0 for all i.
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3. The social welfare function in this society is the sum of the net benefits of
individuals, or the sum of their individual objective functions. I now want
you to find the socially optimal amount to contribute for all I > 2.

(a) Set up the objective function and show that it can be written only in
terms of D, the total amount contributed.
S1_, (80D — 2D? — 48d;) = 80ID—21D*—48%!_,d; = 801 D—21D*—48D
max (801D — 21D* — 48D)
D
(b) Find the first order condition and the socially optimal total amount

to contribute.

80I —4ID — 48
D

0

1
20 — 12—
1

(¢) For each I compare the amount you found in part ¢ to the amount you
found in part b. Which is higher? Why is this?

D. = 20—12%>20—12:Db\
1
12— 12

7 <

1

- 1

1

1 < I

The reason is this is that society cares about the fact that all I people
get the same benefit from the contributions, while each individual only
cares about their benefit. Notice that the marginal cost of contributing
is the same. Also notice that in the socially optimal equilibrium no one
suffers. To see this consider the equal split equilibrium, where d; = %

soD—20? — 482 — Digor—us—orpy = L (sor— 18— 21 (20— 121
T T T I
D1
= Z2(80I—4
T (807 —48)

which is always positive when 80 > 48, But people are donating too
much because the total donations are too high.

Consider a Cournot Oligopoly where the inverse demand curve is given by P =
17 — @ and the costs of a type a firm is ¢, (q“, qb) = ¢“ and the costs of a type
b firm is ¢ (q", qb) = 3¢".
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1. In this part of the question assume that there is one firm of both types.
(a) Set up the objective function of both firms.

max (17— (¢" +¢°)) ¢" — ¢* ; max (17— (¢" +¢*)) ¢" — 3¢"
¢ q

(b) Find the best responses of both firms.

(17— (¢"+¢"))—¢"—1 = 0
2° = 17—-1-¢"
a _lb
¢ =38 54
(17=(¢"+4q*) —¢"-3 = 0
2" = 17-3-¢"
1
b _—.a
¢ =7 54

(¢) Find the Nash equilibrium quantities.

3, 1
2 = =(18
14 4()
¢ = 6
1
b
= 7-=(6
q 2()
— 4

(d) Find the profit of both firms in the Nash equilibrium.

Q = ¢“+¢=6+4
= 10

P = 17-Q=17—(10)
= 7

™ = (P-1)¢
= 36

= (P-3)¢
= 16
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2. Now assume that there are two firms of type b, firm 1 and firm 2, firm 1
produces ¢} and firm 2 produces g5.

(a) Set up the objective function of both types of firms.

max (17— (¢ + a7 +d5)) ¢* —¢* ; max (17— (¢} + ¢ + ¢°)) ¢} =347
93

(b) Find the best responses of both types of firms.

(17— (" +ai+a))—¢" =1 = 0
20" = 17-1— (¢ +)
1
¢ = 8- (d+d)
(17— ("+@+) -4 =3 = 0
2¢¢ = 17-3- (¢"“+4})
1
@ = T-5(¢"+a)

(c) Why can you assume that ¢ = ¢} in equilibrium?
Because of symmetry, they have the same objective function up to
replacing ¢¢ with ¢S and vice-a-versa.

(d) Using the insight in the last part of the question, find the Nash equi-
librium quantities.

a 71 b
¢ = 8-5(2)
1
¢ = T-5("+d)
¢ = 7*%(8*qb+qb)
= 3
q“ = 8-3
= 5

(e) Find the profit of both types of firms in the Nash equilibrium.

Q = 5+3+3
= 11

P = 17-(11)
- 6
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7 = (P-1)¢°

= 5x5=25
™ = (P-3)a
= 3x3=9

3. Now assume that the costs of firms of type b is ¢ (qa, qb) = 3¢* + F, where
F'is a fixed cost. Further consider a free entry equilibrium where as many
firms of type b can enter as want. (Note that only one firm of type a will
be in the market, and that the costs of that type of firm do not change.)
This means that for firms of type b, 72 = 0 in equilibrium.

(a) If FF = 9, what will be the equilibrium number of firms of type b?
Why?
As m° = (P —3) g, — 9 = 0.for 2 firms, there will be two firms
(b) If F = 20, what will be the equilibrium number of firms of type b?
What will be total quantity produced by firms in the market?
In every version 20 > 7 so no type b firms will enter, leaving the type
a firm as a monopolist:

max (17 — ¢*) ¢* — ¢*
qa

17-2¢°-1 = 0
¢ = 8

Consider a second price auction. The auctioneer has one item to give to one
of I bidders, the bidders each submit a simultaneous bid of b; € [0,100] and
the item is rewarded to the highest bidder at the second highest bidder’s bid.
If more than one bidder is tied for the highest bid the item is awarded to one
of them at random. Note that if 7 is the highest bidder then max;; b; is the
second highest bid. Each bidder has a value v; € (0,100) and their utility is:

0 if they are not the highest bidder

u; (b) = ¢ v; —max;z; b; if they are the unique highest bidder
L (v; —max;z; b;) if there are J people who tie for the highest bid.
J J#i V)

Assume that v1 > v9 > v3 > ... > vy and that I > 5. Remember that in this
game everyone knows everyone else’s v;.

1. Find a symmetric equilibrium strategy and prove that it is an equilibrium.
This symmetric equilibrium is b; = v;. First of all, the high bidder has no
incentive to change their bid because it does not affect the price he pays.
If he lowers it too much he looses the auction at a price he is willing to
pay. So this is a best response. Second of all, all other bidders will have
to raise their bid to b; > vy to win the auction but this will result in a
negative utility. Thus their bid is also a best response.
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2. Find an asymmetric equilibrium where bidder 5 wins the auction and prove
that it is an equilibrium.

If bs =100 and b; = 0 for j # 5 then bidder 5 will have no incentive to
change his bid since his bid does not affect the price he pays, since vy > 0
he does mot want to lower his bid until he doesn’t win. All of the other
bidders will not try to match bidder 5’s bid because v; < 100. Thus it is
again a best response for all parties and an equilibrium.

While there is only one symmetric equilibrium there are many other asym-
metric equilibria, and in some of them bidder 5 wins. Thus there can be
a wide range of answers to this question. One example is by = 100%1
bj = Vg.

Consider the following market. Demand for two goods is given by:
@ = 144 -3p1 +2ps
@2 = 144 —=3py +2p
and the firms have the same constant marginal cost: ¢1 (¢) = 2441, 2 (¢) = 24qo.

1. First assume that these firms are Bertrand competitors.

(a) Set up the objective function of one of the firms.

m1 (p1,p2) = (144 = 3p1 + 2p2) (p1 — 24)
(b) Find the firm’s best response.

(144 — 3p1 +2p2) —3(p1 —24) = 0
1
= 12 =
3292 + y241

(¢) Find the equilibrium prices and quantities these two firms charge.

1

Zp412

3P
18 =

¢ = 144—3(18) +2(18)
= 126

2. Now assume that these firms are Cournot competitors.

(a) Verify that the inverse demand curves are:
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g1 = 144 —3p; + 2p>

q1 — 144 + 3p1
p2 = ——F—
2
— 144 +3
@ = 144-3 <%) + 2p;
2 3
o= M-cep—-—za

) )
(b) Set up the objective function of one of the firms.

2 3
1 (q1, q2) = (144 i gfh) q1 — 24q1

(c¢) Find the firm’s best response.

100-2q2 = @

(d) Find the equilibrium quantities and prices these two firms charge.

1
100 - =q =
3q q
= q
2 3
= 144 — = (75) — = (75
p — (75) - 2 (75)

= 69

There are N voters who have positions that can be indicated by the numbers
1 through 7. The number of voter with each position is indicated in the table

below:

1 2 3 4 5 6 7
12 0 0 0 4 5 4

1. What is the average position of these voters? What is the median position
of these voters?

There are 12 +4 4+ 5 + 4 = 25 voters at all. The average position of these
voters is %56*57*4 = % = 3.6.The median position is the position
of the middle (13th) voter which is 5.

2. Assume that voters always vote for the candidate who’s position is closest
to their own, and that there are two candidates. When they are indifferent
the voters choose each candidate equally likely. Candidates only care about
winning the election.
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(a) For each position of candidate 2 find the best position (or positions)
for candidate 1. Write your answer in the table below:

Position of candidate 2 | 1 | 2 | 3 | 4
5

| 5
Best positions for Candidate 1 | 2,3,4,5,6,7 | 3,4,5,6,7 | 4,5,6 | 5

|
Best responses have been listed above(It is necessary not to lose(or win,
if possible) the election, So there exists more than one best responses
in some cases). An answer does not have to list all the best responses,
just one for each position of candidate 2.

(b) Find the Nash equilibrium of this game.
We have written the best responses of Player 1 but the best responses
of Player 2 is also symmetric to these so all we need is to find pairs
of positions (a,b) such that b is a best response of a and «a is a best
response of b and this holds only for (5,5)

|67 |
| 5] 3,456 |

Consider a model of Bertrand competition with differentiated demand. Firm one
has a cost function ¢; (¢q1) = 24¢; and firm 2 has the cost function ¢ (g2) = 8¢o.
Demand for firm ¢ € {1,2} is given by (where j # 7):

¢ = di (ps, p;) = 160 — 3p; + 2p;

1. Find the best response for firm 1 and firm 2 to every price of their opponent.
(You may assume that the firm will not shut down.)
First we need write down the objective functions of both firms.

mi(p1,p2) = (p1—24)(160 — 3p; + 2po)
mo(p1,p2) = (p2 —8)(160 — 3p2 + 2p1)

To find the best responses we need to find the first order conditions of these
objective functions.
dm _
dp1
(160 — 3py +2p2) —3(p1 —24) = 0
232 —6p1+2p2 = 0
116 + p2
3

= Pp1= Pl(pz)

and similarly

i _
dp2
(160 —3p2 +2p1) = 3(p1 —8) = 0
184 —6ps+2p1 = 0
92 + p1
3

= P2 :pz(pl)
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are the best response functions of both firms.

2. Find the Nash equilibrium of this game.

Nash equilibrium occurs when both firms have their best responses at the
same time.

116 + 22021

3 = D
440 +p1
— 9 P

440 = 8p1
% = m

And if p; =55, ps = &3"5—5 = 49. Thus (55,49) is the Nash equilibrium of
this game.

Consider the three following models of duopoly (two firms competing for profits
in the same market.) In all cases firm one has a cost function ¢; (¢1) = 24¢1
and firm 2 has the cost function ¢z (g2) = 8¢s.

1. The standard Bertrand model. Market demand is given by D (p), where
D (24) > 0 and the function is continuous and downward sloping. Firm
/s demand is given by:

0 if p; >p;
¢ =di(pi-p;) ={ 3D (p) if pi=p;
D(p;) if pi<p;

and price must be in Kurus, which I will denote .

(a) Find the best response to p; assuming (p; — k)¢ > ¢;(¢;). (Hint:
you should consider {p; + &, p;,p; — £} and you can assume that x is
extremely small and that p; is less than the monopoly price for both
firms.)

The profits at each of the prices are:

m(pj+r) = 0
) = 3D @) @)
m(pj—K) = D(p;j—k)(pj—K—ci)

Thus if (p; — k) > ¢; we can assume that

pj—k if pj—Kr—0c;>0
BR (p;) = D) if pj—k—¢ <0 and p;j—¢ >0
pi+r if  p;j—ec<0

(b) (4 Points) Find a Nash equilibrium of this game. (While there are
multiple Nash Equilibria all you have to do is find one and verify that
it is an equilibrium.)
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Clearly we must have ps —k —c; < 0, and ps —co > 0 because ¢; > co.
In this range p; = p2+k is always a best response. Thus the equilibria
are characterized by:

2tk < p2<a

p1 = P2tk
In this equilibrium firm 1 gets no demand, so they do not really care
about the price, thus their action is a best response. Firm 2 gets all
the demand, and they will make a positive profit. Thus these are all
equilibria.
(¢) Find the profit of the two firms in a Nash equilibria of this game.

w1 =0,m2 = D (p;) (pj — ¢), pj € [e2,k + c1
. Bertrand with differentiated demand. Demand for firm 7 is given by:
¢ = di (pi, pj) = 160 — 3p; + 2p;
since it is not helpful in this case price does not have to be in Kurus, (a

price like 112.10450327 is fine.)

(a) Find the best response for firm 1 and firm 2 to every price of their
opponent. (You may assume that the firm will not shut down.)
First we need write down the objective functions of both firms.

m1(p1,p2) = (p1— 24)(160 — 3p1 + 2p2)
mo(p1,p2) = (p2 —8)(160 — 3p2 + 2p1)

To find the best responses we need to find the first order conditions of these
objective functions.

dm

dp1 0

(160 — 3p1 +2p2) = 3(p1 —24) = 0

232 —6p1 +2p2 = 0

116 + po

3

= P1= Pl(pz)

and similarly

dmg
dp2 0
(160 —3p2 +2p1) = 3(p1 —8) = 0
184 —6p2+2p1 = 0
92 4+py
3

are the best response functions of both firms.

= P2 :pz(pl)
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(a) Find the Nash equilibrium of this game.
Nash equilibrium occurs when both firms have their best responses at
the same time.

92+
116 + 2o

3 = D1
440+ py .
79 = D

440 = 8p
% = p;

And if p; =55, ps = &3"5—5 =49. Thus (55,49) is the Nash equilibrium of
this game.

(a) Find the quantities of both firms in equilibrium, and write down the
profit and simplify as much as possible. (The profit might be too large
to calculate easily, do not worry if you can not simplify it completely.)
Since p; = 55 and p; = 49 in the equilibrium, all we have to do is
insert these values into the demand and objective functions.

¢ = di(pi,pj) =160 — 3p; + 2p;
mi(p1,p2) = (p1—24)(160 — 3p; + 2po)
mo(p1,p2) = (p2 —8)(160 — 3p2 + 2p1)

Thus, ¢ = 160—3%55+2%49 = 93 and g3 = 160—3%49+2x55 = 123
are the quantities of firms.

And 71(55,49) = 31 x93 = 2883, m3(55,49) = 41 % 123 = 5043 are the
profits

3. Hotelling Linear City: There are N consumers located in a line, consumers
buy from the firm that is closest to them (if both firms are equi-distant
then they choose each firm with probability one half). Price is fixed (above
the marginal cost of both firms) and firms compete by choosing location.
Thus firms are essentially trying to maximize their demand. The number
of consumers at each location is indicated in the table below:

0 1 2 3 4 5 6
38 1.3 2 9 9

(a) For each location of firm 2 find a best response (location) for firm 1.
Write your answer in the table below:

Location of Firm 2 0 1 2 3 4 5 6
A Best Location for Firm 1 | 1 2
Average Demand of Firm 1 | 32 | 24 | 23 | 20 | 18 | 17,5 | 26

w
>~
t
t
t

(b) Find the Nash equilibrium of this game.
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Total demand is 35 and for every location of Firm 2 except 5, Firm 1
has a response which gives it more than half of the demand. Similar
argument holds for Firm 2 as well. Therefore only case when best
responses coincide is (5,5)

4. Which of these models is the best model of duopoly? Why is it better
than the other ones? Notice that one could argue that any of these models
is best, the points will be given for the argument not for "guessing right."
One could start this argument with any of these models, but my favorite is
Bertrand with differentiated demand. That produces a reasonable profit
for both firms, and the prices are reasonable (above MC, etcetera.) It
looks like a good model of oligopoly.

However that model requires that the goods the two firms produce are
different, i.e. not perfect substitutes. To see whether this is an equilibrium
we should look at a Hotelling linear city model—where we interpret the
distance between the two firms as how different their goods are. We find
in equilibrium that both firms locate in the same place, so they produce
perfect substitutes.

This suggests that the best model is standard Bertrand oligopoly, but in
that model the equilibrium has one firm not producing at all, and price
below the marginal cost of that firm. This is ridiculous as a result, but
then again the model has appeal.

This suggests that the fact that the cross price elasticity is infinite is not
acceptable, so this would lead us back to a model of Bertrand with differ-
entiated demand.

3 Chapter 4—Mixed Strategy Equilibrium

1. Consider the Hawk/Dove game, the players are animals and each animal
has two strategies. Either they can be aggressive (A) and hunt other
animals to eat, or they can be passive (P) and eat plants. The payoffs of
the game are:

Player 2

A P
Player 1 A [ 0;0 7,512
P 57244

(a) Find the best responses for each player, you may mark them on the
game but explain your reasoning carefully below. Half the points will
be given for your explanation of your reasoning.

If my opponent plays A u(A,A) =0 < 7 = u(P,a) thus P is the
best response.

If my opponent plays P uw(P,A) =5 > 4 = u (P, P) thus A is the
best response.

In the table above I marked a 1 or a 2 in the upper right hand corner
of the strategy that is a best response.
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(b) Find the pure strategy Nash equilibria of this game.

()

They are (A, P) and (P, A)

An equilibrium is symmetric if every agent uses the same strategy in
equilibrium. Why might we want to find a symmetric equilibrium in
this game?

If you think about the way this game plays out in nature it’s not like
there are actually two animals and so one can choose A and the other
can choose P and be done with it. Instead the animals choose their
strategy (A or P) and then randomly meet another animal and the
payoffs are realized. So every species is playing against a random
draw from the population, or they are playing against a symmrtric
distribution over opponents. Thus it might be best to model the choice
of their opponents as a random draw, and this means that every ani-
mal has the same expected utility and should use a symmetric strategy.

Carefully show that there is no symmetric pure strategy Nash equi-
librium of this game.

Assume that (A, A) is this equilibrium, then as shown above BR (A) =
P and this is not a NE.

Assume that (P, P) is this equilibrium, then as shown above BR (P) =
A and this is not a NE.

Find the unique symmetric Nash equilibrium of this game.
Let p be the probability that the opponent is aggressive, then:

u(4,p) = (1=p)(7)

u(Pp) = pB)+(1-p)d=p+4
u(4,p) u (P, p)
(L=p)(7) = p(B)+(1—-p)4
3
P=3

1s the symmetric mized strategy Nash equilibrium. Obviously in real-
ity we will have a fraction, p in the population who will choose to be
agressive before finding out who they are matched with, but in effect
it will seem that they are playing a mized strategy.

2. About Mixed strategy Nash equilibria.

(a)

Define a mixed strategy and explain how you would implement a

mixed strategy. In other words if I told you to play an arbitrary
mixed strategy what would you need to do?
A mixed strategy is a random draw over the pure strategies of a
player in a game. It is implimented by choosing the probabilities you
use each strategy and then giving these probabilities to a third party,
who will then randomize and choose your action.
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(b) Define a Mixed strategy Nash equilibrium for a game with a finite
number of strategies and a finite number of players.
o* € Xie1A(A;) is a mized strategy equilibrium if for all i and o €
A(A;) u (07,0%;) = u; (0,0%;). Or we can write as:

i. (rationality) There exists a 8°; such that o7 € arg max,rea(a,) witki (04, ﬁz_z)

ii. (correct expectations) for all i and j Bj- =0j.

(c) Assume that player 1 has two strategies, a and b, and that in a mixed
strategy Nash equilibrium, ¢*, player 1 is supposed to play both a
and b with positive probability. Prove that:

uy (a,0%;) = uy (b,0";)

where o ; is the equilibrium mixed strategies of the other players.

Also explain how this result is useful in finding mixed strategy Nash
equilibria.

Assume not, and uy (a,0%;) > uy (b,0%;) but then the mized strat-
eqy 7;(a) = 1 gives a strictly higher payoff because u; (ag‘,a’ii) =
o7 (a)uy (a,0%)+(1 — o} (a)) ur (b,0%;) < s (a,0%;) =u; (6i,0%;).
This is useful because an implication of this result is that at o*; for
all p(a) €10,1]

{p(a),1—p(a)} € argmax, ca(a,) withi (ag,a*_i), to see this realize
obviously a or b is a best response and obviously if they both are then
any convexr combination of them is. Thus this proposition is what
pins down p* (a).

3. About the definition of Nash equilibrium.
(a) Define a mixed strategy, and a (mixed strategy) best response.

A mized strategqy is a randomization over the pure strategies in the game.

In other words for each strategy you want to play you choose a probability

of playing that strategy, and then let someone else do the randomization.

To be precise the set of mized strategies is A (A;) = {p|Va; € A;,p(a;) > 0 and X;p (a;) = 1},
a given mized strategy is o; € A (A;).

Let o_; € XA (Aj), or a mived strategy for all of the other players.

Then BR; (0_;) = argmax,,ca(a,) Ui (04,0 ;)

(a) Define a Mixed Strategy Nash equilibrium.
There are several ways to do it, let ¢* be a mized strategy Nash
equilibrium.
First of all if Vi,Vo; € A(4;) u; (Uf, a*_i) > uy (ai,a*_i).
Second of all Vi o} € BR; (a*_i), or o* is in the intersection of the
best responses.
Finally there is the form I prefer:
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i

ii

. (Rationality) there is a f € X2 A (A;) such that

of €arg max u;(o;
; g, max i (04, 6)

. (Consistency) = o*,.

4. Consider a public goods game. There are I > 1 people. Each person
can decide whether to contribute (C) or not (N). If at least one person
chooses C' then everyone gets the public good and gets the same benefit
of 18, however each person who contributes also has to pay the cost 2.
(Thus that person’s (or people’s) utility is 18 — 2.) If no one chooses to
contribute then everyone gets zero.

(a) In a general I player game find the expected utilities of players from
each action. Your formula should be written in terms of random
events, like "the probability that the sun is shining." (Hint: think
about the mixed strategy payofls.)

EU, (C,-) = 16
EU; (N,:) = 18Pr (At least one other person contributes.)

(b) The two person game:

i.

Draw a table representing this game in Normal form.

Player 2
C N
Player 1 C 16;16 16; o'?
N 18;16'2 0;0

ii. Find the pure strategy best responses of both players and the

iii.

pure strategy Nash equilibria. You may mark your answers on
the table above but you will loose one point if you do not explain
your notation below.

The best responses are marked with a 1 (2) for player 1 (2) on
the table. The Nash equilibria are the boxes with a one and two
in the upper right hand corner.

These Nash equilibria are all asymmetric, why might we be in-
terested in a symmetric Nash equilibrium for this game?
Because in many situations, like observing an accident, there is
no clear way to coordinate between players. Consider, for exam-
ple, an equilibrium where "the first who see it helps out. " However
then the first person could just pass by being absolutely confident
that the next person will do it. Thus the only equilibrium that
can withstand this coordination failure is a symmetric one, which
in this case will be
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iv. Find the symmetric (mixed strategy) Nash equilibrium. Let p
be the probability that someone chooses C.

EU, (C,p) = 16
16 = 18p
_ 8
P=9

v. Find the probability that no one contributes in this mixed strat-
egy Nash equilibrium.

9 82

2
1 1
Pr (No one contributes) = (1 — p)? = (1 - (1 - —2>> =1 22

(¢c) fI=3

i. Find the symmetric mixed strategy Nash equilibrium. Let p be
the probability that someone chooses C.

EU (C,p) = 16
EUi(N,p) = 18(p(1—p)+ (1 —p)p+1°)
= 18p(2—p)

18 (1 (- p)2>

16 = 18(1—(1—p)2)
y% = 1-(1-p)?

% = (1-p’°

p = 1= %

ii. Find the probability that no one contributes in this mixed strat-
egy Nash equilibrium, is it lower or higher than the probability
you found in the two player game? Comment on the implications
of this.

3
Pr (No one contributes) = (1 — p)® = (1 - (1 - %)) = (%
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(d) If I > 3 find the symmetric mixed strategy Nash equilibrium. Let p
be the probability that someone chooses C. (Hint: You will only be
able to find a formula for this answer.)

EUl (C’,p) = 16
EUL(N,p) = 18 (1 (1 fp)H)
16 18 (1 —( —p)171>
1—% = 1-(1-p'
% = (1-p'"
N
p = 1-(5)

5. About mixed strategy equilibria:

(a) Define a mized strategy equilibrium. 1 will give partial credit for any
answer that is approximately correct, but for full credit your answer
must be precisely correct. (Note there are several precisely correct
answers. )

My favored definition is that o* € x;A(A;) is a mized strategy NE
if:

L For B; € x;2,A(4)) o] € argmax, ea(a,) wi (04, 5;)

ii. B; = o*\of (the mized strategies of the opponents.)
Another fine definition is that for all i and o; € A (4;), given o*, =
o*\o}

ui (07,0%;) > ui (03,0%,)

Another definition is that it is the intersection of best responses in
mixed strategies. For example in a two player game it is:

ot € BR; (BR_; (¢7)) .

Notice that in both of these definitions (as clarified by question b) the
fact that it is a weak inequality or only one element of the best re-
sponses to the best responses is important. For example in matching

pennies:
1
BRy (§> = [0,1]

o)

and % € [0,1] the key thing is that for any p # %, BR; (BRy (p)) is
either 1 or 0.

[0,1]
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(b) Let o* be a mixed strategy equilibrium, and o* ; be the mixed strate-

gies of the other players in the game, assume that a; and a; are played
with strictly positive probability in ¢, then what do we know about
Ui (CLZ‘, O’il) and UZ‘ (di, Uil)? Why?

U; (ai,a’ii) =U; (di,a’ii) because if (say) a; is lower player i can
increase his payoff by using a strategy where o; (a;) = 0.

Blc|p*=Pr(a)| ¢ =Pr(A)
2 |2 é %
316 1 1
63 3 1
4 14| % 3
6. Consider the following normal form game.
Player 2
o« B
Al811]80]3;7
Player 1 B | 1;5 | 1;7 | 2;6
Cl29]|26]6;7

(a) Find all the best responses to pure strategies. You may mark them

above but explain your notation below.

Player 2
o p Y
A8 80|37
Player 1 B[ 1;5 [ 1,7 | 2;6
C 129126 [6;7"

They are marked in the matrix above, the best responses for the row
player are marked with a 1 in the upper right hand corner, the best
responses for the column player are marked with a 2 in the upper
right hand corner.

Let p, be the probability « is played in some mixed strategy, ps be
the probability 3 is played in the same mixed strategy, and write the
payoffs of person 1 given this mixed strategy of player 2.
U(A,pa; pp) = 8pa + 8pp + 3(1 — pa — pg) = 34 5(pa + p3)
U(B;Pa;Ps) = 1pa +1ps +2(1 = pa — pg) = 2 = (pa +P3)
U(C,pa,ps) = 2pa + 2p5 + 6(1 — pa — ps) = 6 — 4(pa + pp)

Let g4 be the probability A is played in some mixed strategy, ¢g be
the probability B is played in the same mixed strategy, and write the
payoffs of person 2 given this mixed strategy of player 1.
Ula,qa,98) = 1ga +5¢5 +9(1 —qa —gB) =9 — 8qa — 4qB
U(B,q4,98) =0ga + Tqp + 6(1 — g4 — qB) =6 — 694 + g5
U,qa,q8) =794 +6q +7(1 —qa —qB) =7 —qB
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(d) Find a cycle in the best responses and explain the cycle below.

A
B
C

Player 1

Player 2

o B Y

81t =80 [ 3,77 |
1;5 1;7° ] 2;6
2;927 [2:6 | 6,7 —

The direction you go from each element of the cycle is marked in the
graph above.

Assuming that actions that are not in the cycle you found in the last
part of the question have zero probability, find the mixed strategy
equilibrium. Afterwards calculate each person’s expected utility from
playing all of his or her actions in this mixed strategy equilibrium
(including the action that is never played. Do not expect the answers
to be integers.)

Pa 17pa
o v
qa A 81— 377
1—ga C 2927 67"«

8pa + 3(1 — pa)

Pao

1ga +9(1 —qa)

1
qga = Z
Ul(prQA):%%8+%i3+%%2+%%6:%
UZ(prQA):%%14»%%74»%%94,%%7:%
7. In the following Normal form game:
@ B P 4] €
A[L2 |53 [74]42 33
B[0:6 [98 [69[810 |37
C[TI3[ 2163609 | 1212
D25 [04 [23[1;4 [23
E| 1;4 |6;16 | 5,6 | 10;10 | 4;5

(a) Find all of the best responses, you may mark them in the graph
above.
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Q I} P 1) €
A 1;2 5; 3 7412 42 8:3
B 0;6 9:8' — 6;9 8:10% | 3;7
C 1;13 2;16° 3;6 0;9 12; 121
D 2,52 0;4 2;:3 1; 2;3
E 14 6:16217 5;6 10;10' «— 4;5

They are marked in the matrix above, the best responses for the row
player are marked with a 1 in the upper right hand corner, the best
responses for the column player are marked with a 2 in the upper
right hand corner.

(b) Find all of the pure strategy Nash equilibria.
They are underlined in the matriz above.

(¢) Find a cycle in the best responses.
The direction you go from each element of the cycle is marked in the
graph above.

(d) Find a Nash equilibrium over the cycle you found in part c¢. (To be
precise, only actions in the cycle have positive probability.)
the cycle is:

q 1—g¢q
B )
P B 9;8' — 8:10%|
1-p E 6;162 10; 10"
9¢+8(1—¢q) = 6¢+10(1—gq)
9-6)g = (10-8)(1—-q)
_ 2
= 3
8p+16(1—p) = 10p+10(1 —p)
16—8 = 10
_ 3
po=7

8. Consider the following strategic form game:

Player 2
«@ B8 X 1)
A | 6,0...... 24...... 1,2...... 1,1......
Player 1 B | 24...... 3,3...... 2,6...... 2,2
C | 34.... 4.3...... 1,2...... 3,2......
D | 44.... 6,2...... 0,2...... 2,2......

(a) Find the best responses of both players. You may mark them in the
game above or write them down in the space below.
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Player 2

Q I} X 1)
A 6,08 — 242 L2 11
Player 1 B 24 3,3 2,612 22
C 3421 43 1,2 3,28 —
D 4427 62— 0,2 22

_ 2 _ 1
QOL*§ PAfg

They are marked in the game above. An i in the upper right hand
corner indicates that this is i’s BR.

(b) Find the Nash equilibrium in pure strategies.
This is marked in the game above, it is the only square with both a 1
and a 2 in the upper right hand corner.

(c) Are there any cycles in best responses? If so mark them in the game
above.
For completeness I showed where you would go from every best re-
sponse. There is a cycle,

q 1—-q
a B
P A 60— 242

1-p D 4427 62! —
(d) Find the Mixed strategy Nash equilibrium of this game.

It is calculated below the game. The probability labeled {pa, pB,pc,pp}
is the probability of that action, the same for the probability labeled

{ga- a8, ax- a5}

Uy (A,Uz) = u (D,Uz)
qa6+(1_qo¢)2 = Qa4+(1_qa)6
2
oo = g
U2 (aaal) = U2 (ﬁ?al)
pa0+ (1 —pa)d = pad+(1—-pa)2
1
paA = g

(e) Which equilibrium is better for player 1?7 Which equilibrium is better
for player 27
In the game above the mixed strategy game gives a higher expected
payoff to player 1, but the pure strategy game gives a higher payoff
to player 2.

4 Chapter 9—Bayesian Games

1. Consider a standard auction with imperfect information. A bidder knows
his own value v;—i € {1,2,3,...,I} but all he knows about other bidder’s
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values are that each one is distributed uniformly over [0, 1], so the cumu-
lative distribution function for bidder j’s value (j # %) is F' (v;) = v;. The
winner will always be the person who bid the highest, and if person ¢ wins
and has to pay p then their utility function is v; — p. If person i does not
win they get zero. If several people bid the same amount they are equally
likely to win.

(a) Second Price Auction: In this auction the high bidder has to pay the
second highest bid.

i. Show that bidding your own value, b; = v;, is a weakly dominant

ii.

strategy in this game. }
I will be done if I can show that for any b; # v; there is always
a situation where b; = v; is a better strategy, and never a case

where it is worse. First of all if there is no b; € [i)i,bi] or b; €
[bi, 51} then they will give the same outcome. If b; > max (bi, 51)

then the bidder will loose. if b; < max (bi,5i> then the bidder

will win and pay the highest of such b;. Since b; = v; the bidder
will get at least zero profits in this case and not regret winning.

Thus assume lN)z- < b; and that there is a b; € [l;i,bz}. In this

case the winner will lose the auction win they could have won
and gotten at least zero profit, thus they will at least weakly wish
that b; = v;. In the opposite case the bidder will win the auction
and get at least negative utility. Thus b; = v; is always a weakly
better strategy than any b; # v;.

Show that there is an equilibrium where b4 = 1 and b; = 0 for
every j € {1,2,3,...,1}\4.

Since by > v; no bidder will want to win the auction at a price
of 1, thus bj = 0 is optimal. Since bj = 0 < vy bidder 4 will not
regret bidding one.

(b) The First Price Auction: In this auction the high bidder pays the
amount they bid. Assume throughout that they use a symmetric
strategy of the form b; = awv; + 5, where o > 0.

i.

Write down the objective function of a bidder in this auction.
Since v;"U (0,1) b; U (B, + B) and the cumulative distribution

function of bj is F (b;) = a—i% thus the objective function is:

Pr <bi > maxbj> (vi — b;)
J#i

Pr(b; > b;) " (v; — by)
F (b)) (vi — by)

(59w
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ii. Prove that if v; = 0 then b; = 0, or that 8 = 0.
Assume 3 > 0, then a bidder who’s value is 0 when they win will
win —f, thus B < 0. Assume B < 0 then in the case where they
win they will win —f % because they will win only when everyone
else has the value of zero and in this case since they are using
a symmetric strategy they will win with probability %, whereas if
they bid £ they will win with —4 > —3 > —p1 thus B = 0.

iii. Find the first order condition of the objective function. (Assume

that = 0.)
bi I-1 b
(&) e

() - ()

iv. Find the formula for the bid, and verify that it has the linear
form b; = aw;.

b ? b,
(I* 1) P (”Ui bl) P = 0
(I*l)(vi*bi)*bi = 0

2. Consider a Bertrand game of differentiated demand. The demand for firm
1 and 2 is:

1
g = 54—p1+ 5P2
1
G2 = 54—pa+ 5P
@1 = a—7p1+7TD2
G2 = a—7p2+7TPM1

The costs of firm 2 are ¢z (g1, g2) = 0, the costs of firm 1 are ¢1 (g1,92) =0
with probability p and ¢ (q1,¢2) = cq1 with probability 1 — p, where
p € (0,1). Firm 1 knows her costs, firm two does not.

(a) Set up the two objective functions for firm 1.

1
max (54 —ph+ —p2> (p} — 60)
ph 2

1
max (54 — pll + —pz) pll
Pl 2
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(b) (6 points) Find the two best response formulas for firm 1.

1
<54P?+§P2>(P?C) =0
1
54+60—2p’f+§p2 =0
1
54+60+5p2 = 2l
1 54 + 60 4 2po
P2 5T = —— 2= =)
1) 1 |
<54p1 + 5])2) -1 = 0
l 1
SA-2p+5p = 0
1
St op = 2p)
1 54+ 3ps
ZP2+27 = —5 N

(¢) (8 points) Find the expectation of p; for firm 2, it should be a function
of ps.
E(p) = o} +(1—p)ph

54 4+ 1p, 54 + ¢+ 2po

S NN
2 2
1 11 1 1

= 560(1 — p) + 55]92 + 554 = sz —30p + 57

(d) Set up the objective function for firm 2, be sure to include the fact
that p; is a random variable.

1
max (54 —p2 + §E (Pl)) D2

P2

(e) Find best response formula for firm 2.

1
<54p2+§E(p1))pz =0
1
54*2P2+§E(p1) =0
1
54+§E(p1) = 2vp2
54+ 1E (;)
- 9 - P
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(f) Find the Bayesian Nash equilibrium prices.

1 1/1 11 154
= Z(544+=(=c(1- e -=
P2 2<5 +2<2C( )+22p2+21>>
1 154 1.1 1 12 1
= ~60= L IBd— %= py— =
P2 4602 2T Pty 4602p
1 12 1.1 154 1.1 1_1
1—=x= = 260= +— Z54= — Z60=
pz( 4"‘2) 1Y e T T T
1603 + 35 + $545 — 1605p
P2 = —
(-5%)
54 601
P2 = (2_1)+ ﬁz(l—p)=44—8p
2 -3
544604+ 3p2 4
— = »
l
54+6O+%<(25_4l)+4 L (1p)>
2 2 o h
5 = M
54 12
T <4*60 60*— > = pl
(2*5)
54+—p2
— = 1t
601
54+ <(254%)+4 -3 (1p)>
2 = #
54 60 % 12
+ ‘5 (1-p) = 1}
2-4  8-2x4" '

3. Cafe Nero has finally come to Ankara! And being the sensible people
they are they decided to open near to Bilkent first, specifically in the Real
shopping center. Unfortunately this causes you a problem, you usually go
to flirt with that special someone at Starbucks, and now you are afraid
that you might want to go to Cafe Nero instead.

Your strategy set is N—go to Care Nero—and S—go to Starbucks. Both
of you get a utility of 1 from being at the same coffee shop with that other
person and 2 from going to Starbucks, however your utility of going to
Cafe Nero is unknown. Each of you knows your own u;, but all you know
about the other person’s u; is that it is uniformly distributed over [0, 7],
thus it has the cumulative distribution function of F' (u;) = <= (j # 4).

(a) Draw a normal form game that represents this situation. You should
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have the values u; and us in the payoffs of this table.

N S
N u+Lu+1 up;2
S 2us 3;3

(b) Prove that there is no pure strategy Nash equilibrium of this game,
i.e. you can not choose IV all the time and you can not choose S all
the time. (You should consider different values of u; and u;).

If wi <1 then uy (N,N) < uq (S,N) and S is a dominant strategy.
Likewise if w1 > 3 then us (S,5) < u1 (N,S) and N is a dominant
strategy.

(c) Write down a cut off strategy that you may want to use in this game.

N it u>ul
S (ui) _{ S else

(d) Given this cutoff strategy write down the expected payoffs of using
the strategies NV and S.

Eu(N) = (1=F(u})) (ui+1)+F (uj)u;=1—-F (u}) +u
Eu(S) = (1—F(u}))2+4F (u})3=2+F (u))

(e) Find the equilibrium cut off strategies in this game, you may assume
they are symmetric.

1-Fu)+u" = 2+ Fu")
u' = 142F(u")
u*
= 142—
U + -
au® = T74+2u*
uwr = A
- 7-2 5

4. Consider two firms that are simultaneously deciding whether or not to
enter an industry. If they stay out (O) they get zero. If they enter (E) they
have to pay a fixed cost f; (¢ € {1,2}). This cost is private information for
firm ¢ € {1, 2}, all the other firm knows is that it is distributed uniformly
over [0,12]. The cumulative distribution function of f is G (f) = 41% If
only one firm enters it earns monopoly revenue of 8 so it’s total profit is
8 — fi, if both firms enter then they earn duopoly revenue of 4, so their
total profits are 4 — f;.

(a) Write down a normal form game with the payoffs above, note that f;
will vary and should be a part of your payoffs.

Firm 2
E 0]
Fim1l FE|4—fi;4—fo]| 8— f1;0
O | 0;8—fo 0;0
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(b) Prove that there is no pure strategy equilibrium in this normal form
game. Where by pure strategy I mean that one person takes the
same action for all f;.

Assume that in equilibrium one firm always plays E, then the highest
payoff they can get is 8 — f;, however if f; > 8(which is always
possible since 12 > 8) this payoff is negative, thus they should choose
0.

Alternatively assume one firm always player O, then if they switch
to E the lowest payoff they can get is 4 — f; and if f; < 4 (which is
possible since 4 > 0) they should change their strategy.

(c) What is a cutoff strategy? What type of cutoff strategy do you think
people will use in this game?

A "cutoff strategy” is a strategy where there is some key variable like
fi and a key value of that variable, let me denote it f* such that if
fi < f* one action is taken and if f; > f* another is taken.

In this game it is obvious that the strategy will be something like:

_JE i i< [T
A(f")—{o it

(d) Find a symmetric equilibrium in cutoff strategies.

U (0,f) = 0
U (B, ") = G(f)(4—f)+1—=G () (8- f)
— B=f)+ G (L fi—(8—f))
— B—f)—G(f)(8-4)
B f*
- B-f)-156-1)
when f; = f*:
UZ(O>f*) = UZ(E>f*)
0= - -Leoy
.8 B
;o= m”*ﬁ

5. Consider the following public goods game. There are three people in this
society. Donating costs ¢ > 0, if one person donates then the public good
is produced, giving each person a benefit of 4. The utility of a person is
their benefits minus their costs. If someone donates this is denoted D, if
she or he does not this is denoted N.

(a) Assume that 0 < ¢ < 4 and that ¢ is common knowledge and the
same for all parties. Some answers will depend on c.
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i.

ii.

iii.

v.

Find the pure strategy best responses.

uy (D, D, D) 4—c

w (N,D,D) = 4

u; (D,D,N) = 4-c¢

wi (N,D,N) = 4

uy (D,N,D) = 4—c¢

ui (N,N,D) = 4

up (D,N,N) = 4-c¢

ui (N, N, N) 0
BR, (D,D) = BR;(N,D)=BR;(D,N)=N
BR,(N,N) = D

by symmetry the answer is

BR — D  if no one else is donating
N else

Find the pure strategy Nash equilibria.

In all the pure strategy equilibria one person donates and every-
one else does not. There are three of them.

Notice that none of these pure strategy Nash equilibria are sym-
metric, why might we be interested in a symmetric Nash equi-
librium?

Because asymmetric equilibria require some sort of implicit pre-
play communication, in many cases (like the reporting a crime
game) the game is played too infrequently for implicit pre-play
communication to work. Thus we might want to look at a sym-
metric equilibrium.

Find a symmetric Nash equilibrium, and then calculate the prob-
ability that the public good will be provided in that symmetric
Nash equilibrium. (Hint: this probability is not one.)

Let p = Pr (D), then if you donate you will get b always

U(D,p,p)=4—c

if you do mot donate then you only get b if at least one other
donates

Pr (at least one other donation) = 1 — Pr(no other donations)
Pe2p(l-p) = 1-(1-p)’
—»(p=2) = -pl-2)
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UN,p,p) = (1-(1-p)°)4

in equilibrium these are equal:
2
(17(1717) )4 = 4—c

c = 4—((1—(1—]))2)4)

¢ = 4(1-p)
0 -
AN

The probability the public good will be provided is:

Pr (at least one donates) = 1 — Pr(no one donates)
3p(1—p)° +3p° (L—p)+p’ = 1-(1-p)°
p(p2—3p+3) = p(p2—3p—|—3)
Pr (at least one donates) = 1—(1—p)®

()

(b) Assume that c is distributed over [0, 16] with the cumulative distrib-
ution function F (¢) = 1,/¢; and that each person knows her or his
personal value of ¢, but not the other players.

i

ii.

Prove that there is no pure strategy equilibrium.

In such a pure strategy equilibrium someone would have to always
donate, but if ¢ > 4 this person would not want to donate, since
this happens with positive probability there is no such equilibrium.

Find a symmetric equilibrium in cutoff strategies.
Since someone with ¢ higher than 4 will never donate the strategy

will be: b
if e <c*
Ale) = { N else

thus the probability someone donates is F (c*), from above we
know that this is equal to p.

U(D,F(c*),F(c") = 4—c
U(N,F(c*),F(c*) = (1—(1—F(c*))2>4
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U(D,F(c*),F(c") = U, F(c),F(c))
4—c" = (1—(1—F(c*))2>4
1-FE)? = 5
1-— Z = F(C*)
1= \/; = V6
6
5 = C

iii. Find the probability that the public good will be provided in this
equilibrium.
again, using a similar reasoning as above:

Pr (at least one donates) = 1—(1—p)°=1—(1—F(c"))?

I
—_

|
—

o
*
~—

(I

Il
—
[

o 7 ~N
| %
N————

w
I
—_
[

= [l

S8
27 27

. Consider a market for Bertrand with differentiated demand. The demand
curves of the firms are symmetric:

@ = 108 —2p; + po

@ = 108 —=2py +p1.
However while firm 1 has the cost function of ¢; (¢1) = 15¢1 all it knows
about firm 2’s cost is that it is ¢3 (g2) = 20¢gy with probability p and

¢2 (g2) = 0 with probability 1 — p. Firm 2 knows its own costs and the
costs of firm 1.

(a) Set up all the objective functions for the two firms.

71 = (108 —2p; + Eps) (p1 — 15)
b = (108 — 2py + p1) (p2 — 20)
7Tl2 = (108 —2ps + p1) p2
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(b) Find the best responses for all types of all firms.

1
(108 — 2py + Epg) —2(p1 —15) = 0
1 1108 1 1 69
A R )
s
(108 =2p2 +p1) =2(p2—20) = 0
1 1108 1 1
no_ 1 20 1 2
py = 20—}—2 5 +4p1 37+4p1
Wé
(108 —2p2 +p1) —2p2 = 0
AN P L T
(¢) Find the price firm 1 chooses in equilibrium.
1 1108 1
pro= gt g b
1 1108 1 1 1108 1 1108 1
po= gl 57+4( ( 04575 +m >+(1—p>(2 > T
1 108 1 8
p1 = <30+108+ =20p +——>=—p—|—44
4_5 2 2 3
(d) Find the prices firm 2 may choose in equilibrium.
1 1108 1
h _ = -
P2 = 220 579 +4p1
1 1108 1 1 108 1 1081
= 220 22 +4—1< <30—|—2—+ =20p 5 2))
1 112 112 108 2
= 40+ = 15+108 53 20455 200+ —a) =Zp+48
_5 22 2 3
o 18 1
by = 2 9 4101
108 1 1 108 1 1081
= — 4= 2= + =20p
4+4<%2<30+ 5 5200+ 22))
1 108 112 L 1081 2
= 142— + == 20p =Zp+38
4%<+ > "33 22> 3P
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7. Consider the Prisoner’s Dilemma with costs of betrayal. Two criminals
(and friends) are caught committing a robbery. During the robbery a
murder was committed but the police have no evidence the criminals com-
mitted it.

The police tell each criminal that if only one of them confesses (C) to the
murder then that person will go free, with no prison sentence, the other
will be convicted of the murder and the robbery. If both confess then both
will be convicted of murder. If neither confess (both choose quiet, @) then
both of them will be convicted for the robbery.

The difference between this and the standard prisoner’s dilemma is that
now a criminal feels bad if he confesses. Confessing will cost that criminal
¢;. This is private information to person i € {1,2}, all that the other
person knows is that it is distributed uniformly over [0, 5], with a cumu-
lative distribution function of F'(c) = £. The payoffs in the stage game
are the number of years spent in prison minus the cost of confessing (if

applicable).

Player 2
C Q
Player 1 C [ =20 —c¢1;—20 — ¢y | —c1; —22
Q —22; —c2 —-2;-2

assume throughout that both players will use a cutoff strategy.

(a) Find the expected payoff of player 1 from playing C' and @ for any
cutoff strategy of player 2.

I will guess that the player 2 will follow the strategy:

g, — C if c<d
271 Q if e >l

u (C,3) = F(g)(-a—ca)+(1-F(g))(-a)=-F(g)a—a
u (@,63) = F(e)(=(a+b)+ (1= F(e))(=b)=-F(5)a—b

(b) Prove that there is no equilibrium where both parties always choose
one of the two strategies.

Uy (07 C;) > W (Q7 C;)
—F(c5)a—c; > —F(c5)a—b
ca < b
since ¢1 < b and ¢ > b both have positive probability it is not possible

for either player to always play one or the other, independent of what
the other player does.
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(¢) Find all the equilibria where both parties sometimes confess.
The formula for ci is:

—F(c5)a—c] = —F(c5)a—b
g = b

this is independent of what player 2 does, and by symmetry we can
see that ¢35 = b. Thus this is the only NE. Notice that since it
is independent of F'(-) this is also the NE for any F'(-) where the
support of ¢ contains an open set around b.

8. Consider the following two normal form games, in this question only an-
alyze pure strategies.

Game « Game [
Player 2 Player 2
L C R (0] T A
U 15304 6,5 U |16,5]|6,3 |0,2
Player 1 M |4,153 7,0 Player 1 M | 0,1 | 10,0 | 5,2
D |3,1]0,0 0,2 D 7,041 |0,2

(a) Find the best responses and Nash equilibria in both games. You
may mark the best responses on the graph above. Write down the
equilibrium strategies below.

(M,C) and (M, A).

(b) Now assume that player 1 does not know which game he is playing,
instead he thinks he is playing game « with probability p and game
B with probability 1 — p.

i. For each strategy of player 1, s1 € {U, M, D}, find the best
response of player 2.

BRy,(U) = (R,0)
BRy (M) = (C,A)

ii. Explain why if we want to find a pure strategy Nash equilibrium
we can ignore player 2’s strategies that are not best responses to
some s1 € {U, M, D}.

Because we need that BRy (BRy (s1)) = s1 so if something is not
a best response to s1 we don’t need to consider it. It will never
be used in equilibrium.

iii. For each of the strategies of player 2 found in part b.i. of this
question and all values of p find the expected utility of player 1
of playing each action against that strategy in the table below.
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Across the top you should write down each of the three strategies
you found in the last part of the question, and then below write
the expected value of each action against that strategy.

If Sy = (R,0) (C,A) (R, A)

UL (T,S3) | v 0 Y

U (M, 83) [ p(y+1) 5 p(y+1)+(1—p)5
Ui (B,S) [ (I-p)(v+1) [0 0

iv. For all values of p find the Nash equilibria.
First of all (M, (C,A)) is always a NE, and we can also see
that for any p B is never a best response to (R, A), instead M
is, so that is mot a NE. Thus the only candidate that is left is
(T, (R,0)) and T is a best response to (R, O) if:
p(y+1)

p
(1-p)(v+1)

p

IN A
‘ =2

IN
2

v

. . . 1
soitisa NEif pe {m’ﬁi_l}

9. Assume that two firms are Bertrand competitors with differentiated prod-
ucts. FEach firm’s demand curves are:

2
G = 60—p1+§p2

2
G2 = 60*P2+§P1

firm 2’s costs are ca (q) = 32pqq, firm 1’s costs are ¢; (¢) = 0 with proba-
bility p and ¢; (¢) = 96¢; with probability 1 — p.

(a) Find the best response of firm 1 to firm 2’s price if ¢; (¢) = 96¢;.

3

! 2
Pi=35 <156+—§p2>

(b) Find the best response of firm 1 to firm 2’s price if ¢; (¢) = 0.

2
(60 —p1+ —p2> —(p1—96)=0

2
D1 (60 —p1+ gpz)
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2
<60 -1+ §P2> —p1=0
1 2
0
== (60+=
P1=75 ( + 3p2)
(c¢) Find the best response of firm 2 to firm 1’s price.
2
(p2 — 32p) <60 —p2+ §p1)
2
— (p2 — 32p) + 60—p2+§p1 =0

1 2
=—=160+32 -
P2 =5 < +32p + 3;01)

(d) Find the equilibrium prices of the two firms. Hint—there is something

peculiar about the equilibrium.

D G <60 + §p2>> +(1-p) (% (156 + §p2)>

1 2
= —=(604+96+ =ps — 96
5 ( + 96 + 3;02 p)
1 1 2 2/1 2
p2 = 5 (60+ 596}05 + g (5 <60+96+ §p2 — 96p>>)

1 2 2 2
= 120 + 40 + 96~ + 96p—~ — 96p-
< +40 + 3 + Py p3>

ppl + (1 —p) ps

P2 =
3
1 2
= ——((2+2)60+64
P <4—%><<*3) *)
1 2 1 2
O = Z[60+=(——— 120440+ 96=
n 2( I\ Eey TR
S (5 2) 0063
= — (= +2)120496=
2(4-4) \\3 3
c - 1 60 + 60 + 40 _ 120+40+962
T (-2 3

_ (471%) <(§+2) 60+192)

The weird thing about the equilibrium is that it is independent of p.
Yes, truly a cooked result but heh, I thought it might make things

easier.
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10. There are two firms that are both working to invent the brain chip, which
will allow people to type into computers by only thinking about it. If com-
pany ¢ € {1,2} invents the brain chip it will cost them C;, which is known
only to that company. They simultaneously decide whether to invent (I)
or not invent (N ). If they choose I they invent and sell the brain chip
and it costs them Cj;. All that the other firm and the government knows
about Cj is that it is distributed independently and uniformly over [0, 60],
this means that F'(C) = Pr(C; < C) = %. Each firm knows how much
it will cost them to invent the brain chip, the government does not. The
government is deciding whether or not to grant the inventor a monopoly
(patent) on the brain chip.

(a) Assume that the government does not grant a monopoly to the in-
ventor. Then if either one invents the brain chip both companies
will get 12 because they will both produce the brain chip and sell it.

i. Prove that there can be no equilibrium where one firm always
invents and the other does not.
Assume that firm 1 is always supposed to invent, but then with
positive probability C; > 12 thus they will not want to invent.
Then the other firm will invent if, for example, C; = 0.

ii. Find the payoff of a representative firm if they invent the brain

chip.
nig)=122-0C
iii. Find the payoff to a representative firm if they do not invent the
brain chip.

H(N) = F(C*)12 = (§O>1z

iv. Find the symmetric equilibrium.

C
(S - n-c

c"r o= 10

(b) Assume that the government does grant a monopoly to the inventor.
Then if one firm invents it that firm will get 48, if both firms invent
it then both firms will get 12. Notice that since firms decide simul-
taneously whether to invent it or not it is possible for them both to
invent it at the same time.

i. Prove that there can be no equilibrium where one firm always
invents and the other does not.
Assume that firm 1 is always supposed to invent, but then with
positive probability C; > 12 thus they will not want to invent.
Then the other firm will invent if, for example, C; = 0.
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ii. Find the payoff of a representative firm if they invent the brain
chip.

I(1)

(1—F(C*)48+ F (C*)12—C

c* c*
(1—%)484— 6012—0

iii. Find the payoff to a representative firm if they do not invent the
brain chip.

IM(N)=0
iv. Find the symmetric equilibrium.
C C
<1%)48+%1200
C? =30

(¢) Assume that the government only cares about the probability that
the brain chip is invented. Find this probability for each case (a and
b) and find out whether the government should issue monopolies to
inventors (patents) or not.

11. Consider the following two normal form games, in this question only an-
alyze pure strategies.

Game « Game f3
Player 2 Player 2
L R (0] A
T 193]05 T |3;2(0;1
Player 1 M| 01| 3;2 Player 1 M | 0;6 | 9;4
B | 6;8 | 2;4 B | 2;7|6;8

(a) Find the best responses and Nash equilibria in both games. You may
mark the best responses on the graph above.

Game o Game [
Player 2 Player 2
L R (0] A
T [9;31]0;5° T [3;2777]0;1
Player 1 M|0;1 | 3;2%2 Player 1 M [ 0;62 | 9:4!
B [6;8] 24 B |27 6; 82
The Nash equilibrium has both a 1 and a 2 in the upper right hand

corner.

(b) Now assume that player 1 does not know which game he is playing,
instead he thinks he is playing game « with probability p and game
B with probability 1 — p.
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i. For all values of p find the payoffs of player 1 and fill out the
following table :

If Sy = (L,0) (L, A)

Uy (T,5) | 9p+3(1—p)=6p+3|9p+0(1—p) =9

UL (M, S) | Op+0(1—p) =0 Op+9(1—p) =9-9p
Ui (B,S2) | 6p+2(1—p)=4p+2 | 6p+6(1—p) =6

If S = (RaO) (Ra A)

Ui (T,5) | 0p+3(1—p)=3—-3p|0p+0(1—p)=0

Uy (M, S2) | 3p+0(1—p)=3p 3p+9(1—p)=9—F6p
U,(B,S) | 2p+2(1—p) =2 2 +6(1—p) =6—4p

ii. For all values of p find the Nash equilibria.
The first thing to note is that player 2 will only use the strategies
(R,0) and (L, A), (R,0) is the best response to T or M and
(L, A) is the best response to B.
T is a best response to (R, O) if

3—3p

IN IV
W= N

p

M is a best response if

3 >

wlro N

P =

thus these are equilibria if p is in one of those regions.
B is a best response to (L, A) if:

thus these are Nash equilibria in these cases.

6

Y

v

p
6

v

IN

p

To be clear, if

p < % then (R,0) T is a Nash equilibrium, if % <p< % then B
(L, A) is a Nash equilibrium, if % < p then (R,0O) M is a Nash

equilibrium.

(¢) For which values of p do both players prefer that player 1 does not
know what game he is playing?

Both players prefer (L, A) B to either (M, R) or (T, O) so both play-

12

ers prefer it if p € (g, g). Furthermore notice that 1’s expected payoff
when 2 plays (R, O) is always lower than 3, the payoff they get if they

know the game.
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12. Consider a second-price auction with a binding is reservation price r.

In a second price auction there are I bidders who have values identically
and independently distributed on [v, 7], the person who bids the most wins
the item and pays the second highest bid. If ¢ has the value v; and wins
at the price of p her utility is v; — p, otherwise it is zero.

If there is a reservation price then the winner must always pay at least r,
and they must bid more than r to win. We say that r is binding if there
is a strictly positive probability that any bidder’s value is strictly lower
than r.

Prove that if there is a binding reservation price then there is no equi-
librium where a given person (1 for example) always wins the auction,
regardless of the values of the bidders.

The equilibrium that a given person, say i-th agent always wins the auction
regardless of the values of the bidders if the following holds: for arbitrary
1€1,b; =0 and by =r for all k € I\i. Recall that bidding his value is
optimal for agent 1.

Since there is a positive probability that v; < r player i will not always
be willing to bid this amount. Therefore assume that vy > 7 for some
k € I\i, then by bidding by, = vy, with strictly positive probability he will
win the auction and make a strictly positive surplus. Likewise if vy < r
then it is better to bid by = v since then there is mo probability they win
at the price of r. Thus this can not be an equilibrium.

13. A consumer is buying a car of unknown value. He knows that the car is
equally likely to be worth & * 1000 for k € {1,2,3,4,5,6,7}. If the car is
worth k % 1000 to the seller then the buyer values the car at 3 * k % 1000.
The seller knows the value of the car. The buyer makes a take it or leave
it offer.

(a) Given that the buyer offers p, which sellers will be willing to sell their
car?
The sellers that p> k * 1000 will be willing to sell their cars since
us = p— k1000 if p> k % 1000 and zero otherwise.

(b) Given that the buyer offers p, what is the average value of the car
the buyer will receive?
One can show that E (Ulp) = £ 3(1000), as the following calcula-

tions show:
0 if p < 1000
10003 if 1000 < p < 2000
10003 (§ + 4 *2) = 15008 if 2000 < p < 3000
10008 (3 + % %2+ 3 * 3) = 20008 if 3000 < p < 4000
10008 (3 + 1 %244 %3+ 1 5 4) = 250083 if 4000 < p < 5000
100083 (% + % %24 § %34 § x4+ £ x5) = 30008 if 5000 < p < 6000

10008 (3 + 2 %2+ 2 %3+ 144+ 2 x5+ 1 %6) = 35008 if 6000 < p < 7000
10008 (+ + 2 %24+ %3+ 2 x4+ 3 x5+ 2 %6+ F+7) =40003 if 7000 < p
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(c) For all values of § find the optimal amount for the buyer to offer.

First of all it should be clear that p = kx1000 for k € {0,1,2,3,4,5,6,7}
and we can see from above that if p = k % 1000 then E (Ulp) =
E£13(1000) = 5008 (k +1).  So the consumer should choose k to
maximaize:

5008 (k 4+ 1) — k1000 = 5008 — 1000k + 500k

So if B <2 the optimal p=0. If 8> 2 then the optimal p = 7000.
(d) Why is this called a model of adverse selection?

Because for any price p offered by the buyer, only the cars that worth
less than or equal to that price will be sold by the sellers.

14. Assume that there is a monopolist who makes a take it or leave it offer to
a consumer. The monopolist has no value to the good, the buyer has a
value which is distributed on the interval [v;, vy] with a CDF of F () and
a PDF of f(-).

(a) Assume first of all that the probability of v; is p and the probability
of vy is 1 —p.

i. Prove that the monopolist will never make an offer that is neither
V] NOT Vp,,
If monopolist makes the offer some v such that vy<v<wvy,

If the customer has valuation is v; the monopolist’s payoff is 0
but he could have gained a positive payoff if he has offered vy, and
if customer has valuation vy, monopolist will have expected utility
(1-p)v whereas he could have gained (1-p)vy,. Thus strategy v is
dominated and the monopolist will never make an offer that is
neither v; nor vy,

ii. Find the critical value of p such that the monopolist will make
an offer of v;.
px0+ (1 —plop <pxvyy+ (1 —plyy =1
the critical value is attained at the equality (1 — p)vy, = vy, thus

__ Vp—v
p==u

iii. Consider changing v; + b and vy, to vy, + b, find the critical value
of p such that the offer is v; as a function of b.
px0+ (L —p)(vn+b) <p*(vy+b)+ (1 —p)vy+b) =v+b
vp +b— (v + b) = p(vp +b)

_ vp—vY
p= vp+b

iv. Prove that it is always Pareto efficient for the monopolist to sell
the good to all types of consumers.
If monopolist offers v; both the customer is better off for all types
and as we have seen above for the values of p that is greater than
or equal to the critical value we have found above it is better for
the monopolist to offer v;.
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(b) Now characterize the optimal price for the monopolist for general
F (+). (This should be found in terms of the first order condition.)

15. Consider a market where the value of the object is known to the seller but
not to the buyer. If the object has a value of w to the seller than it has a
value of v;w to buyer i. Assume that there are a large number of buyers
and sellers so the price will be determined so that the demand equals the
expected supply.

The value to the seller is distributed uniformly over the range [0, 10], and
there are 100 sellers, each of whom has one unit to sell. Quantity is
divisible.

If @ units are sold on the market then the marginal unit will be sold to
someone for whom v; = 252 — 5Q).

(a) Given that the market price is P, find the expected value of the
marginal buyer.

P Pl
Buwsp) - [(HEE_ IR 2p
0 0

F (P) L 73

E(U;|P) = (252-5Q) %P

(b) Given that the market price is P, find the expected supply.

Q

100F (P)

P
100 (1—0) =10P

(¢) Find the equilibrium quantity that will be sold in this market and
the price at which it will be sold.

P = (252-5Q) %P

Q = 50

v; = 202—-5%50=2
50 = 10P

P =5

16. Consider a bank which is lending to investors. All investors need 1000
YTL, and they will have a return of 5 YTL per lira invested with proba-
bility 7, and 0 with probability 1 —~. Find a condition on ~ such that a
bank can afford to offer loans to the investors.
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1000 % 5%y 4+ (1 —~) *1000%0 > 1000
5000y > 1000

v o= :

- 5

17. Consider a model of Firm-Union bargaining. The revenue the firm will
generate in the next year is 14, and this is known to all parties. However
the firm does not know whether the union is strong or weak. If the union
is strong and is offered any wage below 8 it will go on strike and both
parties will get a payoff of zero. If it is weak then it will accept any
offer above 2, if it is offered a lower wage then it will go on strike. The
probability that the union is strong is q. Assume that both parties will
always accept any offer if they are indifferent between accepting it and
rejecting it.

(a) First consider a model where the firm makes a take it or leave it offer
of w, and the union can either accept it or go on strike.

i

ii.

iii.

iv.

Find the best response of both types of unions to a wage offer of
w.
If w" is the reservation wage then they accept when w > w"

Write down the profit of the firm when they offer 8 and when
they offer 2.

Im@e) = 14-8=6

I2) = 1-¢914-2)=01-9g)12
If ¢ = % what wage will the firm offer? Will the union go on
strike?

Im@e) = 6

ME2) = (1-gq12= (1-%) 12=9

the firm will offer 2 since it gives a higher profit and strong firms
will go on strike.

If ¢ = %what wage will the firm offer? Will the union ever go
on strike?

nE) = 6
M) - <1—%>12=3

so the firm will offer 8 and the union will never go on strike.

72



(b)

v. Someone points out that the fact that the union goes on strike
proves that is strong, and therefore the firm should offer anyone
who goes on strike a high wage. This does not work, why not?
This requires you to think outside of the box. However in this
model the cost of striking is the same to both types of unions, so
any time the strong union will strike for a high wage the weak
union will strike as well. They may as well ask the union if it
1§ strong or not.

Now consider a model where both the firm and the union simultane-
ously declare a wage. If the wage offered by the firm is higher than
the wage offered by the union then the union gets the wage the firm
offers, otherwise the firm goes on strike.

i. Find an equilibrium where the firm never strikes.
If both types of unions demand a wage higher than 8 but less than
14 then the firm will match this since it at least gives them zero
profits. Thus the union will never strike.

ii. Show that the best equilibrium for the firm when ¢ = i and
q= % are as you found above in parts a.iii and a.iv.
This really requires mo proof. In the previous part they were able
to select the wage to mazximize the firms profit, so it has to be

the best of all possible equilibria.

iii. Describe the full set of equilibria when ¢ = i and ¢ =

If q= % then the equilibrium wage is 14 > w > 8. If ¢ = i we
also can have 8 > w > 2 and the firm will strike one fourth of
the time.

N [9Y)

18. Consider a second-price auction. In this auction there is one indivisible
good that is awarded to each of the highest bidders with equal likelihood
(notice if there is only one high bidder then it is given to that bidder with
certainty). Each bidder submits one sealed bid and the price the highest
bidder pays is the highest of all the other bids. The values of the bidders
are distributed on [v;, v,] where co > v, > v; > 0. For simplicity assume
that bids must be in Kurus, that value of every bidder is in Kurus, and
that one Kurus is very small relative to the value of each bidder (or v;).

(a)

Prove that it is weakly dominant for a bidder to bid his value. (In
other words always an optimal strategy regardless of the strategies
of the other players.)

In such an auction the winnings of i if he wins will be v; —bay|b(2) <
b; so if b; < wv; this will always be weakly positive. Furthermore the
probability that other’s bids are less than b; is always weakly increas-
ing in b;, thus it is optimal to increase b; until b; = v;.

Find an equilibrium where bidder 1 always wins.

If by = vy, then every other bidder can make at most zero profit by
bidding v;, thus they can set b; = v; (or 0) without any change in
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their payoffs. Thus there is an equilibrium where b1 = vy, b; < vy
for 7 # 1.

In many auctions there is a reservation price, or a price at which
the object is only sold when the highest bid is (weakly) higher than
the reservation price, and the price is always at least the reservation
price. We say that a reservation price (r) is binding if F'(r) > 0, or
there is a positive probability that the value of any bidder is strictly
below this price, and thus also a positive probability that the value
of every bidder is below this price.

Show that if there is a binding reservation price then there is no
equilibrium where bidder 1 always wins if his value is higher than
the reserve price. (Hint: Think about the cases where vy < r and
vy =r+e¢).

Considering the case where v1 = r + ¢ for small e, clearly we must
have b; < r. However now consider the case where vi < r. In
this case some j # 1 will win the auction. Thus any bidder who
has v; > v will at least want to set b; =r. Now if person k bids r
then with positive probability he will loose the auction when he wants
to win it, thus he will bid by, = r + Kk (one Kurus). Thus we can
not have an equilibrium where b; < r and we have a contradiction.
(Notice we could proceed by this logic to establish that the winner will
not have vy, > by as long as there is a positive probability someone
else will bid b; = by, or the winner will bid v = by.)
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